**Semantic segmentation with OpenCV and deep learning**

In the first part of today’s blog post, we will discuss the ENet deep learning architecture.

From there, I’ll demonstrate how to use ENet to apply semantic segmentation to both images and video streams.

Along the way, I’ll be sharing example outputs from the segmentation so you can get a feel for what to expect when applying semantic segmentation to your own projects.

**The ENet semantic segmentation architecture**

**Figure 1:** The ENet deep learning semantic segmentation architecture. This figure is a combination of Table 1 and Figure 2 of [Paszke et al.](https://arxiv.org/abs/1606.02147)

The semantic segmentation architecture we’re using for this tutorial is ENet, which is based on Paszke et al.’s 2016 publication, [*ENet: A Deep Neural Network Architecture for Real-Time Semantic Segmentation*](https://arxiv.org/abs/1606.02147).

One of the primary benefits of ENet is that it’s fast — up to 18x faster and requiring 79x fewer parameters with similar or better accuracy than larger models. The model size itself is only **3.2MB!**

A single forward pass on a CPU took 0.2 seconds on my machine — if I were to use a GPU this segmentation network could run even faster. Paszke et al. trained that dataset on [The Cityscapes Dataset](https://www.cityscapes-dataset.com/), a semantic, instance-wise, dense pixel annotation of 20-30 classes (depending on which model you’re using).

As the name suggests, the Cityscapes dataset includes examples of images that can be used for urban scene understanding, including self- driving vehicles.

The particular model we’re using is trained on 20 classes, including:

* Unlabeled (i.e., background)
* Road
* Sidewalk
* Building
* Wall
* Fence
* Pole
* TrafficLight
* TrafficSign
* Vegetation
* Terrain
* Sky
* Person
* Rider
* Car
* Truck
* Bus
* Train
* Motorcycle
* Bicycle

In the rest of this blog post, you’ll learn how to apply semantic segmentation to extract a dense, pixel-wise map of each of these classes in both images and video streams.

If you’re interested in training your own ENet models for segmentation on your own custom datasets, be sure to refer to [this page](https://github.com/TimoSaemann/ENet/tree/master/Tutorial) where the authors have provided a tutorial on how to do so.

**Project structure**

Today’s project can be obtained from the ***“Downloads”*** section of this blog post. Let’s take a look at our project structure using the tree  command:
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|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19 | $ tree --dirsfirst  .  ├── enet-cityscapes  │   ├── enet-classes.txt  │   ├── enet-colors.txt  │   └── enet-model.net  ├── images  │   ├── example\_01.png  │   ├── example\_02.jpg  │   ├── example\_03.jpg  │   └── example\_04.png  ├── videos  │   ├── massachusetts.mp4  │   └── toronto.mp4  ├── output  ├── segment.py  └── segment\_video.py    4 directories, 11 files |

Our project has four directories:

* enet-cityscapes/ : Contains our pre-trained deep learning model, classes list, and color labels to correspond with the classes.
* images/ : A selection of four sample images to test our image segmentation script.
* videos/ : Includes two sample videos for testing our deep learning segmentation video script.  Credits for these videos are listed in the *“Video segmentation results”* section.
* output/ : For organizational purposes, I like to have my script save the processed videos to the output  folder. I’m not including the output images/videos in the downloads as the file sizes are quite larger. You’ll need to use today’s code to generate them on your own.

Today we’ll be reviewing two Python scripts:

* segment.py : Performs deep learning semantic segmentation on a single image. We’ll walk through this script to learn how segmentation works and then test it on single images before moving on to video.
* segment\_video.py : As the name suggests, this script will perform semantic segmentation on video.

**Semantic segmentation in images with OpenCV**

Let’s go ahead and get started — open up the segment.py  file and insert the following code:
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|  |  |
| --- | --- |
| 1  2  3  4  5  6 | # import the necessary packages  import numpy as np  import argparse  import imutils  import time  import cv2 |

We begin by importing necessary packages.

For this script, I recommend **OpenCV 3.4.1 or higher**. You can follow one of my [installation tutorials](https://www.pyimagesearch.com/opencv-tutorials-resources-guides/) — just be sure to specify which version of OpenCV you want to download and install as you follow the steps.

You’ll also need to install my package of OpenCV convenience functions, [imutils](https://github.com/jrosebr1/imutils) — just use pip to install the package:
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|  |  |
| --- | --- |
| 1 | $ pip install --upgrade imutils |

If you are using Python virtual environments don’t forget to use the workon  command before using pip  to install imutils !

Moving on, let’s parse our command line arguments:
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|  |  |
| --- | --- |
| 8  9  10  11  12  13  14  15  16  17  18  19  20 | # construct the argument parse and parse the arguments  ap = argparse.ArgumentParser()  ap.add\_argument("-m", "--model", required=True,  help="path to deep learning segmentation model")  ap.add\_argument("-c", "--classes", required=True,  help="path to .txt file containing class labels")  ap.add\_argument("-i", "--image", required=True,  help="path to input image")  ap.add\_argument("-l", "--colors", type=str,  help="path to .txt file containing colors for labels")  ap.add\_argument("-w", "--width", type=int, default=500,  help="desired width (in pixels) of input image")  args = vars(ap.parse\_args()) |

This script has five command line arguments, two of which are optional:

* --model : The path to our deep learning semantic segmentation model.
* --classes : The path to a text file containing class labels.
* --image : Our input image file path.
* --colors : *Optional* path to a colors text file. If no file is specified, random colors will be assigned to each class.
* --width : *Optional* desired image width. By default the value is 500 pixels.

If you aren’t familiar with the concept of argparse  and command line arguments, definitely review [this blog post](https://www.pyimagesearch.com/2018/03/12/python-argparse-command-line-arguments/) which covers command line arguments in-depth.

Let’s handle our parsing our class labels files and colors next:
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|  |  |
| --- | --- |
| 22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40 | # load the class label names  CLASSES = open(args["classes"]).read().strip().split("\n")    # if a colors file was supplied, load it from disk  if args["colors"]:  COLORS = open(args["colors"]).read().strip().split("\n")  COLORS = [np.array(c.split(",")).astype("int") for c in COLORS]  COLORS = np.array(COLORS, dtype="uint8")    # otherwise, we need to randomly generate RGB colors for each class  # label  else:  # initialize a list of colors to represent each class label in  # the mask (starting with 'black' for the background/unlabeled  # regions)  np.random.seed(42)  COLORS = np.random.randint(0, 255, size=(len(CLASSES) - 1, 3),  dtype="uint8")  COLORS = np.vstack([[0, 0, 0], COLORS]).astype("uint8") |

We load our CLASSES  into memory from the supplied text file where the path is contained in the command line args  dictionary (**Line 23**).

If a pre-specified set of COLORS  for each class label is provided in a text file (one per line), we load them into memory (**Lines 26-29**). Otherwise, we randomly generate COLORS  for each label (**Lines 33-40**).

For testing purposes (and since we have 20 classes), let’s create a pretty color lookup legend using OpenCV drawing functions:
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|  |  |
| --- | --- |
| 42  43  44  45  46  47  48  49  50  51  52 | # initialize the legend visualization  legend = np.zeros(((len(CLASSES) \* 25) + 25, 300, 3), dtype="uint8")    # loop over the class names + colors  for (i, (className, color)) in enumerate(zip(CLASSES, COLORS)):  # draw the class name + color on the legend  color = [int(c) for c in color]  cv2.putText(legend, className, (5, (i \* 25) + 17),  cv2.FONT\_HERSHEY\_SIMPLEX, 0.5, (0, 0, 255), 2)  cv2.rectangle(legend, (100, (i \* 25)), (300, (i \* 25) + 25),  tuple(color), -1) |

Here we generate a legend visualization so we can easily visually associate a class label with a color. The legend consists of the class label and a colored rectangle next to it. This is quickly created by creating a canvas (**Line 43**) and dynamically building the legend with a loop (**Lines 46-52**). Drawing basics are covered in [this blog post](https://www.pyimagesearch.com/2018/07/19/opencv-tutorial-a-guide-to-learn-opencv/).

Here’s the result:

**Figure 2:** Our deep learning semantic segmentation class color legend generated with OpenCV.

The deep learning segmentation heavy lifting takes place in the next block:
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|  |  |
| --- | --- |
| 54  55  56  57  58  59  60  61  62  63  64  65  66  67  68  69  70  71  72  73 | # load our serialized model from disk  print("[INFO] loading model...")  net = cv2.dnn.readNet(args["model"])    # load the input image, resize it, and construct a blob from it,  # but keeping mind mind that the original input image dimensions  # ENet was trained on was 1024x512  image = cv2.imread(args["image"])  image = imutils.resize(image, width=args["width"])  blob = cv2.dnn.blobFromImage(image, 1 / 255.0, (1024, 512), 0,  swapRB=True, crop=False)    # perform a forward pass using the segmentation model  net.setInput(blob)  start = time.time()  output = net.forward()  end = time.time()    # show the amount of time inference took  print("[INFO] inference took {:.4f} seconds".format(end - start)) |

To perform deep learning semantic segmentation of an image with Python and OpenCV, we:

* Load the model (**Line 56**).
* Construct a blob  (**Lines 61-64**).The ENet model we are using in this blog post was trained on input images with 1024×512 resolution — we’ll use the same here. You can learn more about [*how OpenCV’s blobFromImage works*](https://www.pyimagesearch.com/2017/11/06/deep-learning-opencvs-blobfromimage-works/) here.
* Set the blob  as input to the network (**Line 67**) and perform a forward pass through the neural network (**Line 69**).

I surrounded the forward pass statement with timestamps. The elapsed time is printed to the terminal on **Line 73**.

Our work isn’t done yet — now it’s time to take steps to visualize our results. In the remaining lines of the script, we’ll be generating a color map to overlay on the original image. Each pixel has a corresponding class label index, enabling us to see the results of semantic segmentation on our screen visually.

To begin, we need to extract volume dimension information from our output, followed by calculating the class map and color mask:
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|  |  |
| --- | --- |
| 75  76  77  78  79  80  81  82  83  84  85  86  87 | # infer the total number of classes along with the spatial dimensions  # of the mask image via the shape of the output array  (numClasses, height, width) = output.shape[1:4]    # our output class ID map will be num\_classes x height x width in  # size, so we take the argmax to find the class label with the  # largest probability for each and every (x, y)-coordinate in the  # image  classMap = np.argmax(output[0], axis=0)    # given the class ID map, we can map each of the class IDs to its  # corresponding color  mask = COLORS[classMap] |

We determine the spatial dimensions of the output  volume on **Line 77**.

Next, let’s find the class label index with the largest probability for each and every *(x, y)*-coordinate of the output volume (**Line 83**). This is known now as our classMap and contains a class index for each pixel.

Given the class ID indexes, we can use NumPy array indexing to “magically” (and not to mention, *super efficiently*) lookup the corresponding visualization color for each pixel (**Line 87**). Our color mask  will be overlayed transparently on the original image.

Let’s finish the script:
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|  |  |
| --- | --- |
| 89  90  91  92  93  94  95  96  97  98  99  100  101  102  103  104  105  106 | # resize the mask and class map such that its dimensions match the  # original size of the input image (we're not using the class map  # here for anything else but this is how you would resize it just in  # case you wanted to extract specific pixels/classes)  mask = cv2.resize(mask, (image.shape[1], image.shape[0]),  interpolation=cv2.INTER\_NEAREST)  classMap = cv2.resize(classMap, (image.shape[1], image.shape[0]),  interpolation=cv2.INTER\_NEAREST)    # perform a weighted combination of the input image with the mask to  # form an output visualization  output = ((0.4 \* image) + (0.6 \* mask)).astype("uint8")    # show the input and output images  cv2.imshow("Legend", legend)  cv2.imshow("Input", image)  cv2.imshow("Output", output)  cv2.waitKey(0) |

We resize the mask  and classMap  such that they have the exact same dimensions as our input image  (**Lines 93-96**). It is ***critical*** that we apply nearest neighbor interpolation rather than cubic, bicubic, etc. interpolation as we want to maintain the original class IDs/mask values.

Now that sizing is correct, we create a “transparent color overlay” by overlaying the mask on our original image (**Line 100**). This enables us to easily visualize the output of the segmentation. More information on transparent overlays, and how to construct them, [can be found in this post.](https://www.pyimagesearch.com/2016/03/07/transparent-overlays-with-opencv/)

Finally, the legend  and original + output  images are shown to the screen on **Lines 103-105**.

**Single-image segmentation results**

Be sure to grab the ***“Downloads”*** to this blog post before using the commands in this section. I’ve provided the model + associated files, images, and Python scripts in a zip file for your convenience.

The command line arguments that you supply in your terminal are important to replicate my results. Learn about [command line arguments](https://www.pyimagesearch.com/2018/03/12/python-argparse-command-line-arguments/) here if you are new to them.

When you’re ready, open up a terminal + navigate to the project, and execute the following command:
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|  |  |
| --- | --- |
| 1  2  3  4  5  6 | $ python segment.py --model enet-cityscapes/enet-model.net \  --classes enet-cityscapes/enet-classes.txt \  --colors enet-cityscapes/enet-colors.txt \  --image images/example\_01.png  [INFO] loading model...  [INFO] inference took 0.2100 seconds |

**Figure 3:** Semantic segmentation with OpenCV reveals a road, sidewalk, person, bycycle, traffic sign, and more!

Notice how accurate the segmentation is — it clearly segments classes and accurately identifies the person and bicycle (a safety issue for self-driving cars). The road, sidewalk, cars, and even foliage are identified.

Let’s try another example simply by changing the --image  command line argument to be a different image:
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|  |  |
| --- | --- |
| 1  2  3  4  5  6 | $ python segment.py --model enet-cityscapes/enet-model.net \  --classes enet-cityscapes/enet-classes.txt \  --colors enet-cityscapes/enet-colors.txt \  --image images/example\_02.jpg  [INFO] loading model...  [INFO] inference took 0.1989 seconds |

**Figure 4:** Python and OpenCV are used to perform deep learning semantic segmentation of a city neighborhood road scene.

The result in **Figure 4** demonstrates the accuracy and clarity of this semantic segmentation model. The cars, road, trees, and sky are clearly marked.

Here’s another example:
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|  |  |
| --- | --- |
| 1  2  3  4  5  6 | $ python segment.py --model enet-cityscapes/enet-model.net \  --classes enet-cityscapes/enet-classes.txt \  --colors enet-cityscapes/enet-colors.txt \  --image images/example\_03.png  [INFO] loading model...  [INFO] inference took 0.1992 seconds |

**Figure 5:** In this example of deep learning semantic segmentation with OpenCV, the road is misclassified as sidewalk, but this could be because people are walking in the road.

The above figure is a more complex scene, but ENet can still segment the people walking in front of the car. Unfortunately, the model incorrectly classifies the road as sidewalk, but could be due to the fact that people are walking on it.

A final example:
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|  |  |
| --- | --- |
| 1  2  3  4  5  6 | $ python segment.py --model enet-cityscapes/enet-model.net \  --classes enet-cityscapes/enet-classes.txt \  --colors enet-cityscapes/enet-colors.txt \  --image images/example\_04.png  [INFO] loading model...  [INFO] inference took 0.1916 seconds |

**Figure 6:** The ENet semantic segmentation neural network demonstrates how deep learning can effectively be used for self driving car applications. The road, sidewalks, cars, foliage, and other classes are clearly identified by the model and displayed with OpenCV.

The final image that we’ve sent through ENet shows how the model can clearly segment a truck from a car among other scene classes such as road, sidewalk, foliage, person, etc.

**Implementing semantic segmentation in video with OpenCV**

Let’s continue on and apply semantic segmentation to video. Semantic segmentation in video follows the same concept as on a single image — this time we’ll loop over all frames in a video stream and process each one. I recommend a GPU if you need to process frames in real-time.

Open up the segment\_video.py  file and insert the following code:
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![](data:image/x-wmf;base64,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)

|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24 | # import the necessary packages  import numpy as np  import argparse  import imutils  import time  import cv2    # construct the argument parse and parse the arguments  ap = argparse.ArgumentParser()  ap.add\_argument("-m", "--model", required=True,  help="path to deep learning segmentation model")  ap.add\_argument("-c", "--classes", required=True,  help="path to .txt file containing class labels")  ap.add\_argument("-v", "--video", required=True,  help="path to input video file")  ap.add\_argument("-o", "--output", required=True,  help="path to output video file")  ap.add\_argument("-s", "--show", type=int, default=1,  help="whether or not to display frame to screen")  ap.add\_argument("-l", "--colors", type=str,  help="path to .txt file containing colors for labels")  ap.add\_argument("-w", "--width", type=int, default=500,  help="desired width (in pixels) of input image")  args = vars(ap.parse\_args()) |

Here we  import  our required packages and parse command line arguments with [argparse](https://www.pyimagesearch.com/2018/03/12/python-argparse-command-line-arguments/). Imports are the same as the previous script. With the exception of the following two command line arguments, the other five are the same as well:

* --video : The path to the input video file.
* --show : Whether or not to show the video on the screen while processing. You’ll achieve higher FPS throughput if you set this value to 0 .

The following lines load our classes and associated colors data (or generate random colors). These lines are *identical* to the previous script:
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|  |  |
| --- | --- |
| 26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44 | # load the class label names  CLASSES = open(args["classes"]).read().strip().split("\n")    # if a colors file was supplied, load it from disk  if args["colors"]:  COLORS = open(args["colors"]).read().strip().split("\n")  COLORS = [np.array(c.split(",")).astype("int") for c in COLORS]  COLORS = np.array(COLORS, dtype="uint8")    # otherwise, we need to randomly generate RGB colors for each class  # label  else:  # initialize a list of colors to represent each class label in  # the mask (starting with 'black' for the background/unlabeled  # regions)  np.random.seed(42)  COLORS = np.random.randint(0, 255, size=(len(CLASSES) - 1, 3),  dtype="uint8")  COLORS = np.vstack([[0, 0, 0], COLORS]).astype("uint8") |

After loading classes and associating a color with each class for visualization, we’ll load the model and initialize the video stream:
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|  |  |
| --- | --- |
| 46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 | # load our serialized model from disk  print("[INFO] loading model...")  net = cv2.dnn.readNet(args["model"])    # initialize the video stream and pointer to output video file  vs = cv2.VideoCapture(args["video"])  writer = None    # try to determine the total number of frames in the video file  try:  prop =  cv2.cv.CV\_CAP\_PROP\_FRAME\_COUNT if imutils.is\_cv2() \  else cv2.CAP\_PROP\_FRAME\_COUNT  total = int(vs.get(prop))  print("[INFO] {} total frames in video".format(total))    # an error occurred while trying to determine the total  # number of frames in the video file  except:  print("[INFO] could not determine # of frames in video")  total = -1 |

Our model only needs to be loaded once on **Line 48** — we’ll use that same model to process each and every frame.

From there we open a video stream pointer to input video file on and initialize our video writer object (**Lines 51 and 52**).

**Lines 55-59** attempt to determine the total  number of frames in the video, otherwise a message is printed indicating that the value could not be determined via **Lines 63 and 64**. The total  value will be used later to calculate the approximate runtime of this video processing script.

Let’s begin looping over video frames:
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|  |  |
| --- | --- |
| 67  68  69  70  71  72  73  74  75  76  77  78  79  80  81  82  83  84  85 | # loop over frames from the video file stream  while True:  # read the next frame from the file  (grabbed, frame) = vs.read()    # if the frame was not grabbed, then we have reached the end  # of the stream  if not grabbed:  break    # construct a blob from the frame and perform a forward pass  # using the segmentation model  frame = imutils.resize(frame, width=args["width"])  blob = cv2.dnn.blobFromImage(frame, 1 / 255.0, (1024, 512), 0,  swapRB=True, crop=False)  net.setInput(blob)  start = time.time()  output = net.forward()  end = time.time() |

Our while  loop begins on **Line 68**.

We grab a frame  on **Line 70** and subsequently check that it is valid on **Line 74**. If it was not grabbed  properly, we’ve likely reached the end of the video, so we break  out of the frame processing loop (**Line 75**).

The next set of lines mimic what we accomplished previously with a single image, but this time we are operating on a video frame . Inference occurs here, so don’t overlook these steps where we:

* Construct a blob  from a resized frame  (**Lines 79-81**). The ENet model we are using in this blog post was trained on input images with 1024×512 resolution — we’ll use the same here. Learn about [*how OpenCV’s blobFromImage works*](https://www.pyimagesearch.com/2017/11/06/deep-learning-opencvs-blobfromimage-works/) here.
* Set the blob  as input (**Line 82**) and perform a forward  pass through the neural network (**Line 84**).

Segmentation inference is now complete, but we want to post process the data in order to visualize + output the results. The remainder of the loop handles this process over three code blocks:
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|  |  |
| --- | --- |
| 87  88  89  90  91  92  93  94  95  96  97  98  99  100  101  102  103  104  105  106  107  108 | # infer the total number of classes along with the spatial  # dimensions of the mask image via the shape of the output array  (numClasses, height, width) = output.shape[1:4]    # our output class ID map will be num\_classes x height x width in  # size, so we take the argmax to find the class label with the  # largest probability for each and every (x, y)-coordinate in the  # image  classMap = np.argmax(output[0], axis=0)    # given the class ID map, we can map each of the class IDs to its  # corresponding color  mask = COLORS[classMap]    # resize the mask such that its dimensions match the original size  # of the input frame  mask = cv2.resize(mask, (frame.shape[1], frame.shape[0]),  interpolation=cv2.INTER\_NEAREST)    # perform a weighted combination of the input frame with the mask  # to form an output visualization  output = ((0.3 \* frame) + (0.7 \* mask)).astype("uint8") |

Just as before:

* We extract the spatial dimensions of the output  volume on **Line 89**.
* Generate our classMap  by finding the class label index with the largest probability for each and every pixel of the output  image array (**Line 95**).
* Compute our color mask  from the COLORS  associated with each class label index in the classMap  (**Line 99**).
* Resize the mask  to match the frame  dimensions (**Lines 103 and 104**).
* And finally, overlay the mask on the frame transparently (**Line 108**).

Let’s write the output frames to disk:
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|  |  |
| --- | --- |
| 110  111  112  113  114  115  116  117  118  119  120  121  122  123  124  125 | # check if the video writer is None  if writer is None:  # initialize our video writer  fourcc = cv2.VideoWriter\_fourcc(\*"MJPG")  writer = cv2.VideoWriter(args["output"], fourcc, 30,  (output.shape[1], output.shape[0]), True)    # some information on processing single frame  if total > 0:  elap = (end - start)  print("[INFO] single frame took {:.4f} seconds".format(elap))  print("[INFO] estimated total time: {:.4f}".format(  elap \* total))    # write the output frame to disk  writer.write(output) |

The first time the loop runs, the writer is None , so we need to instantiate it on **Lines 111-115**. Learn more about [writing video to disk with OpenCV](https://www.pyimagesearch.com/2016/02/22/writing-to-video-with-opencv/).

Using the total  video frame count, we can estimate how long it will take to process the video (**Lines 118-122**).

Finally, we actually write  the output  to disk on **Line 125**.

Let’s display the frame  (if needed) and clean up:
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|  |  |
| --- | --- |
| 127  128  129  130  131  132  133  134  135  136  137  138  139 | # check to see if we should display the output frame to our screen  if args["show"] > 0:  cv2.imshow("Frame", output)  key = cv2.waitKey(1) & 0xFF    # if the `q` key was pressed, break from the loop  if key == ord("q"):  break    # release the file pointers  print("[INFO] cleaning up...")  writer.release()  vs.release() |

In the last block, we check to see if we should display the output frame  and take action accordingly (**Lines 128 and 129**). While we’re showing the frames in a window on the screen, if “q” is pressed, we’ll “quit” the frame processing loop (**Lines 130-134**). Finally we cleanup by releasing pointers.

**Video segmentation results**

To perform semantic segmentation in video, grab the ***“Downloads”*** for this blog post.

Then, open up a terminal and execute the following command:
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![](data:image/x-wmf;base64,183GmgAAAAAAAN0AYwB4AAAAAADXVwEACQAAA8QFAAAGAC0AAAAAAAQAAAADAQgABQAAAAsCAAAAAAUAAAAMAmMA3QADAAAAHgAHAAAA/AIAAP///wAAAAQAAAAtAQAACQAAAB0GIQDwAGMAAgAAANsACQAAAB0GIQDwAAIA2wBhAAAABwAAAPwCAACgoKAAAAAEAAAALQEBAAkAAAAdBiEA8ABhAAIAAAAAAAkAAAAdBiEA8AACANkAAAACAAcAAAD8AgAA4+PjAAAABAAAAC0BAgAJAAAAHQYhAPAAXwABAAIA2gAJAAAAHQYhAPAAAQDYAGAAAgAHAAAA/AIAAGlpaQAAAAQAAAAtAQMACQAAAB0GIQDwAF4AAQACAAIACQAAAB0GIQDwAAEA1wACAAMABQAAAAsCAAAAAAUAAAAMAmMA3QAFAAAAAQL///8ABQAAAC4BAAAAAAUAAAACAQEAAAALAAAAMgoAAAAAAAACAAMAAwDFAEsABAAAAC0BAwAJAAAAHQYhAPAAFQACABgA2AAJAAAAHQYhAPAAAgATACsAxQAEAAAALQECAAkAAAAdBiEA8AATAAIAGADFAAkAAAAdBiEA8AACABEAGADHAAQAAAAtAQEACQAAAB0GIQDwABEAAQAaANcACQAAAB0GIQDwAAEAEAAqAMcABAAAAC0BAAAJAAAAHQYhAPAAEAABABoAxwAJAAAAHQYhAPAAAQAPABoAyAAHAAAA/AIAAPDw8AAAAAQAAAAtAQQACQAAAB0GIQDwAA8ADwAbAMgABQAAAAkC8PDwAAUAAAABAv///wAtAAAAQgEDAAAAKAAAAAgAAAAIAAAAAQABAAAAAAAgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAD///8AqgAAAFUAAACqAAAAVQAAAKoAAABVAAAAqgAAAFUAAAAEAAAALQEFAAkAAAAdBiEA8AAAABUAGADFAAUAAAAJAvDw8AAFAAAAAQL///8ABAAAAC0BBQAJAAAAHQYhAPAACQAVAC0AxQAEAAAALQEDAAkAAAAdBiEA8AAVAAIAAwDYAAkAAAAdBiEA8AACABMAFgDFAAQAAAAtAQIACQAAAB0GIQDwABMAAgADAMUACQAAAB0GIQDwAAIAEQADAMcABAAAAC0BAQAJAAAAHQYhAPAAEQABAAUA1wAJAAAAHQYhAPAAAQAQABUAxwAEAAAALQEAAAkAAAAdBiEA8AAQAAEABQDHAAkAAAAdBiEA8AABAA8ABQDIAAQAAAAtAQQACQAAAB0GIQDwAA8ADwAGAMgABAAAAC0BAAAJAAAAHQYhAPAAAQABAAwA0AAEAAAALQEAAAkAAAAdBiEA8AABAAMADQDPAAQAAAAtAQAACQAAAB0GIQDwAAEABQAOAM4ABAAAAC0BAAAJAAAAHQYhAPAAAQAHAA8AzQAEAAAALQEAAAkAAAAdBiEA8AABAAkAEADMAAQAAAAtAQEACQAAAB0GIQDwAAEAAQALAM8ABAAAAC0BAQAJAAAAHQYhAPAAAQADAAwAzgAEAAAALQEBAAkAAAAdBiEA8AABAAUADQDNAAQAAAAtAQEACQAAAB0GIQDwAAEABwAOAMwABAAAAC0BAQAJAAAAHQYhAPAAAQAJAA8AywAEAAAALQEDAAkAAAAdBiEA8AAVAAIANgDYAAkAAAAdBiEA8AACABMASQDFAAQAAAAtAQIACQAAAB0GIQDwABMAAgA2AMUACQAAAB0GIQDwAAIAEQA2AMcABAAAAC0BAQAJAAAAHQYhAPAAEQABADgA1wAJAAAAHQYhAPAAAQAQAEgAxwAEAAAALQEAAAkAAAAdBiEA8AAQAAEAOADHAAkAAAAdBiEA8AABAA8AOADIAAQAAAAtAQQACQAAAB0GIQDwAA8ADwA5AMgABAAAAC0BAAAJAAAAHQYhAPAAAQABAEMA0AAEAAAALQEAAAkAAAAdBiEA8AABAAMAQgDPAAQAAAAtAQAACQAAAB0GIQDwAAEABQBBAM4ABAAAAC0BAAAJAAAAHQYhAPAAAQAHAEAAzQAEAAAALQEAAAkAAAAdBiEA8AABAAkAPwDMAAQAAAAtAQEACQAAAB0GIQDwAAEAAQBCAM8ABAAAAC0BAQAJAAAAHQYhAPAAAQADAEEAzgAEAAAALQEBAAkAAAAdBiEA8AABAAUAQADNAAQAAAAtAQEACQAAAB0GIQDwAAEABwA/AMwABAAAAC0BAQAJAAAAHQYhAPAAAQAJAD4AywAEAAAALQEDAAkAAAAdBiEA8AAVAAIASwAvAAkAAAAdBiEA8AACABUAXgAaAAQAAAAtAQIACQAAAB0GIQDwABMAAgBLABoACQAAAB0GIQDwAAIAEwBLABwABAAAAC0BAQAJAAAAHQYhAPAAEQABAE0ALgAJAAAAHQYhAPAAAQASAF0AHAAEAAAALQEAAAkAAAAdBiEA8AAQAAEATQAcAAkAAAAdBiEA8AABABEATQAdAAQAAAAtAQQACQAAAB0GIQDwAA8AEQBOAB0ABQAAAAkC8PDwAAUAAAABAv///wAEAAAALQEFAAkAAAAdBiEA8AAVAAAASwAaAAUAAAAJAvDw8AAFAAAAAQL///8ABAAAAC0BBQAJAAAAHQYhAPAAFQB9AEsAMQAEAAAALQEDAAkAAAAdBiEA8AAVAAIASwAYAAkAAAAdBiEA8AACABUAXgADAAQAAAAtAQIACQAAAB0GIQDwABMAAgBLAAMACQAAAB0GIQDwAAIAEwBLAAUABAAAAC0BAQAJAAAAHQYhAPAAEQABAE0AFwAJAAAAHQYhAPAAAQASAF0ABQAEAAAALQEAAAkAAAAdBiEA8AAQAAEATQAFAAkAAAAdBiEA8AABABEATQAGAAQAAAAtAQQACQAAAB0GIQDwAA8AEQBOAAYABAAAAC0BAAAJAAAAHQYhAPAAAQABAFYADQAEAAAALQEAAAkAAAAdBiEA8AADAAEAVQAOAAQAAAAtAQAACQAAAB0GIQDwAAUAAQBUAA8ABAAAAC0BAAAJAAAAHQYhAPAABwABAFMAEAAEAAAALQEAAAkAAAAdBiEA8AAJAAEAUgARAAQAAAAtAQEACQAAAB0GIQDwAAEAAQBVAAwABAAAAC0BAQAJAAAAHQYhAPAAAwABAFQADQAEAAAALQEBAAkAAAAdBiEA8AAFAAEAUwAOAAQAAAAtAQEACQAAAB0GIQDwAAcAAQBSAA8ABAAAAC0BAQAJAAAAHQYhAPAACQABAFEAEAAEAAAALQEDAAkAAAAdBiEA8AAVAAIASwDDAAkAAAAdBiEA8AACABUAXgCuAAQAAAAtAQIACQAAAB0GIQDwABMAAgBLAK4ACQAAAB0GIQDwAAIAEwBLALAABAAAAC0BAQAJAAAAHQYhAPAAEQABAE0AwgAJAAAAHQYhAPAAAQASAF0AsAAEAAAALQEAAAkAAAAdBiEA8AAQAAEATQCwAAkAAAAdBiEA8AABABEATQCxAAQAAAAtAQQACQAAAB0GIQDwAA8AEQBOALEABAAAAC0BAAAJAAAAHQYhAPAAAQABAFYAvAAEAAAALQEAAAkAAAAdBiEA8AADAAEAVQC7AAQAAAAtAQAACQAAAB0GIQDwAAUAAQBUALoABAAAAC0BAAAJAAAAHQYhAPAABwABAFMAuQAEAAAALQEAAAkAAAAdBiEA8AAJAAEAUgC4AAQAAAAtAQEACQAAAB0GIQDwAAEAAQBVALsABAAAAC0BAQAJAAAAHQYhAPAAAwABAFQAugAEAAAALQEBAAkAAAAdBiEA8AAFAAEAUwC5AAQAAAAtAQEACQAAAB0GIQDwAAcAAQBSALgABAAAAC0BAQAJAAAAHQYhAPAACQABAFEAtwAFAAAAAQLw8PAACwAAADIKAAAAAAAAAgDFAEsA2gBgAAUAAAABAgEAAAAEAAAAJwH//wMAAAAAAA==)

|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10 | $ python segment\_video.py --model enet-cityscapes/enet-model.net \  --classes enet-cityscapes/enet-classes.txt \  --colors enet-cityscapes/enet-colors.txt \  --video videos/massachusetts.mp4 \  --output output/massachusetts\_output.avi  [INFO] loading model...  [INFO] 4235 total frames in video  [INFO] single frame took 0.2491 seconds  [INFO] estimated total time: 1077.3574  [INFO] cleaning up... |

I’ve included a sample of my output below:

**Credits:** Thank you to Davis King from [dlib](http://dlib.net/) for putting together a dataset of front/rear views of vehicles. Davis included the videos in his dataset which I then used for this example. Thank you [J Utah](https://www.youtube.com/watch?v=50Uf_T12OGY) and [Massachusetts Dash Cam](https://www.youtube.com/watch?v=ihQdg0kiLR4) for the example videos. Audio credit to [BenSound](https://www.bensound.com/royalty-free-music/track/downtown).

**What if I want to train my own segmentation networks?**

At this point, if you reviewed both scripts, you learned that deep learning semantic segmentation with a pretrained model is quite easy for both images and video. Python and OpenCV make the process straightforward for us, but don’t be fooled by the low line count of the scripts — there are *a ton* of computations going on under the hood of the segmentation model.

Training a model isn’t as difficult as you’d imagine. If you would like to train your own segmentation networks on your own custom datasets, make sure you refer to [the following tutorial provided by the ENet authors](https://github.com/TimoSaemann/ENet/tree/master/Tutorial).

Please note that I have not trained a network from scratch using ENet but I wanted to provide it in this post as (1) a matter of completeness and (2) just in case you may want to give it a try.

Keep in mind though — *labeling image data requires a ton of time and resources*. The ENet authors were able to train their model thanks to the hard work of the [Cityscapes](https://www.cityscapes-dataset.com/) team who graciously have made their efforts available for learning and research.

***Note:****The Cityscapes data is for non-commercial use (i.e. academic, research, and learning). Only use the ENet model accordingly.*

**Summary**

In today’s blog post we learned how to apply semantic segmentation using OpenCV, deep learning, and the ENet architecture.

Using the pre-trained ENet model on the Cityscapes dataset, we were able to segment both images and video streams into 20 classes in the context of self-driving cars and road scene segmentation, including people (both walking and riding bicycles), vehicles (cars, trucks, buses, motorcycles, etc.), construction (building, walls, fences, etc.), as well as vegetation, terrain, and the ground itself.

If you enjoyed today’s blog post, be sure to share it!