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Xiang Guo (郭想)

**Thinking 1 如何使用用户标签来指导业务（如何提升业务）**

简单来说，标签能够在一下三种场景发挥作用来提升业务。

1. 获客。标签能够帮助产品或者服务拉到更多的客户，其原因就在于标签能够相对精准的定位到那些可能被这款产品吸引的消费群体，给他们推荐感兴趣的内容和服务，这样新客户的获取概率就大大提升。
2. 黏客。对于刚刚上手使用产品的客户来说，标签能够更多更准确地推荐给用户一些个性化的内容，这样一来客户就更容易被这些个性化推荐所吸引并且持续性地使用该产品。
3. 留客。任何一款产品和服务都会有顾客流失，但是在使用标签之后就能更好的对这些用户流失做一个分析，比如根据标签判断哪一类群体更容易离开，然后分析原因为什么这一类人会对产品失去兴趣。然后就可以在未来做出改进来留住这一部分用户。

**Thinking 2 如果给你一堆用户数据，没有打标签。你该如何处理（如何打标签）**

对于没有打标签的用户数据，最常用的方式就是使用聚类算法来对特征降维把相似的用户数据归到一类，然后再根据这一类的特点人工的打上标签。

**Thinking 3 准确率和精确率有何不同（评估指标）**

准确率和精准率的计算方式不同。

准确率的公式为TP+TN）/(P+N)，这个很容易理解，就是被分对的样本数除以所有的样本数，通常来说，正确率越高，分类器越好；

精确率的公式为TP/（TP+FP），也就是说在所有被分为正例的示例中实际为正例的比例。和准确率一样，也是越高约好，说明分类器很少会把不是正例的判断为正例。

但是我们知道对于某个具体的分类器而言，我们不可能同时提高这些指标，很多时候我们想要某一个指标提高就不得不牺牲一些其他的指标。所以到底希望哪一个高还是取决于这个分类器使用的场景，也就是使用者更在意哪一个指标。比如说一个判断作弊的系统，它可能准确率很高，但是主要是因为对于没有作弊的情况判断准确，但是对于判断为有作弊的情况，有很多被归到了没有作弊的例子（这个例子中Positive为没有作弊）。这样的系统就可能漏过很多作弊的例子。

那么这种情况下可以调整模型比如稍微牺牲一些准确率或者其他指标但是提升精确率，来确保虽然有些没有作弊的被判断为了作弊，但是绝大部分作弊的都保证被准确地抓到。

**Thinking 4 如果你使用大众点评，想要给某个餐厅打标签。这时系统可以自动提示一些标签，你会如何设计（标签推荐）**

一般有三种方法：

1. 推荐大众点评上最热门的标签。
2. 推荐这一类餐厅最热门的标签。
3. 推荐用户自己经常使用的标签。

**Thinking 5 我们今天使用了10种方式来解MNIST，这些方法有何不同？你还有其他方法来解决MNIST识别问题么（分类方法）**

|  |  |  |
| --- | --- | --- |
|  | 优点 | 缺点 |
| KNN | 对低维数据效果比较好 | 消耗内存，因为需要储存所有的实列。 |
| 逻辑回归 | 模型相对来说比较简单，抗噪声干扰能力比较强，而且因为它的输出是几率，可解释性比较好。 | 需要线性或者近似线性的特征。 |
| SVM | 不需要线性特征，而且对于高维数据的分类效果比较好比如文本 | 训练比较低效。而且可解释性比较低。没有标准的方法处理多类的问题，基本是一个二值分类器。 |
| 朴素贝叶斯 | 分类效率稳定，对小规模的数据表现很好。对缺失值也不太敏感。 | 属性个数比较多或者属性之间相关性较大时，分类效果不好。需要知道先验概率，且先验概率很多时候取决于假设，假设的模型可以有很多种，因此在某些时候会由于假设的先验模型的原因导致预测效果不佳 |
| 决策树 | 决策树主要的优点在于不需要线性的特征或者相互之间有线性作用的特征。而且可以很好的处理高纬度空间的大数量训练集。模型本身也比较容易解释。 | 不好做模型维护。而且有可能会过拟合或者陷入局部最小值的情况。 |
| 神经网络 | 神经网络的好处在于获得的数据越多，模型效果越好。所以在数据越来越多的当下，表现也就越来越好，一般被用于自然语言处理或者计算机视觉 | 训练需要很长的时间，也需要很多数据。对算力的要求比较高。而且是个黑盒子，也就是可解释性比较差。 |

**Thinking 5 使用TPOT等AutoML工具，又怎样的好处和不足（ppt里面是这一道题）**

使用AutoML的好处是在进行数据清洗之后，AutoML就可以自动来进行特征选择，预处理和模型选择，然后使用训练数据来对模型进行训练。好处就在于省去了我们特征选择和创建，然后训练模型这些步骤。而且TPOT可以自动测试多个模型的结果然后把一个表现较好的模型返回出来。

不足在于处理大数据的时候会比较慢，对算力的要求比较高。然后目前只支持监督学习，也就是数据集必须带有标签。