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1. 课题背景

命名实体识别旨在从非结构化的文本中识别出有意义的实体，并将其分类为一组预定义的实体类型，如人名、机构名、地名、医疗代码、日期、数量等[1]。命名实体通常含有丰富的语义信息，并与语料中的关键信息有着紧密的联系，因此命名实体识别是许多下游任务的重要组成部分，如关系抽取[2-3]、事件抽取[4]、问答[5]、知识图谱构建[6]等。命名实体识别的结果会对后续任务的性能产生重大影响，可能会导致误差传递[7]等问题，因此命名实体识别一直以来都是热门的研究课题。

最早提出的是基于词典和规则的方法，这种方法依赖领域内的实体词典以及人工构建的规则库。基于规则的方法的不需要标注语料，但规则库依赖人工构建同样存在代价大和耗时的问题，并且规则库中的规则难以涵盖所有情况，容易出现错误，而且这些规则依赖于具体的领域、文本风格和语言，可移植性差[8]。伴随着机器学习的广泛使用，提出了许多基于机器学习的命名实体识别方法，将命名实体识别问题转换为了序列标注问题或者分类问题，通过机器学习方法将标注语料转化为特征向量，再通过分类模型来识别实体[9]。这种方法利用人工标注的语料数据进行训练，标注语料时不需要广博的语言学知识，并且可以通过在新的领域中继续训练来进行移植，在一定程度上克服了基于词典和规则的方法的局限性。当前随着人工智能技术的日新月异，基于深度学习和大规模预训练语言模型的命名实体识别方法是目前应用最广泛的方法，通过预训练语言模型获取语料的表征，利用神经网络自动提取特征，最后通过解码器来预测实体类别[10]。

尽管基于深度学习的命名实体识别方法已经取得了非常优异的性能，但是这些方法通常都需要大量的人工标注语料数据才能达到足够好的效果。对于那些标注数据就比较少的领域，比如金融、餐饮、影视等，从头开始构建一个高质量的标注数据集需要花费巨大的代价，需要丰富的领域内知识以及大量的人力和时间成本[1]。因此，现在有越来越多的研究聚焦于更具挑战性的小样本命名实体识别任务。在小样本命名实体识别中，模型只通过非常少的标注数据来学习如何识别和分类命名实体，这样大幅降低了数据的标注成本，也更加符合现实当中的实际情况。

1. 研究现状

小样本命名实体识别发展至今已经提出了许多方法，概括来说可以分为元学习方法、迁移学习方法、提示学习方法等。

2.1 元学习方法

元学习[11]方法在小样本学习任务中取得了非常好的效果，也常被用于解决小样本命名实体识别问题[1,12]。其根本思想是通过原型网络将每个类别的数据映射到一个相同的空间中，并取这些向量的均值作为该类型的原型来代表这个类型，通过测试数据与各原型之间的距离来决定最终的类别。

具体来说，每次从数据集中随机采样包含种实体类型的支持集和查询集，其中是输入的句子，是句子中每个词的实体类别，可以小于或者等于数据集的实体类型的数量，支持集中每个类型包含个例子，查询集中每个类型包含个例子。对于类别，定义为中属于该实体类别的词的集合，以此来构建类的原型

|  |  |  |
| --- | --- | --- |
|  |  | （1） |

其中为将输入映射到向量空间的函数。对于查询集中的输入，通过计算与原型之间的距离作为与类别之间的相似度（通常采用欧式距离），最后使用函数将相似度转化为类的分布。

在命名实体识别任务中，存在一种非实体类型，它通常含有混杂的语义，很难用一个原型去概括，并且非实体类型的词不需要也不应该在向量空间中彼此靠近[12]。为了减轻非实体类型的影响，大部分方法都会使用固定标量或其他方法来代替非实体类型的原型。近期有研究提出对非实体类型进行再次分类，并为其建立多个原型，以充分利用非实体语料，并提前学习潜在的看不见的类型[13]。

2.2 迁移学习方法

迁移学习[14]方法通常是先在一个拥有较多标注数据的高资源领域中进行预训练，学习一般的表征，然后再将其迁移到标注数据较少的低资源领域，在少量数据上进行微调，使模型适应新的任务[15]。迁移学习方法在标注数据非常少的情况下特别有效。

由于预训练时的源领域和微调时的目标领域各自包含的实体类型通常并不一致，需要在微调时舍弃原来的分类层并添加新的分类层重新训练[16]，这样导致分类层的训练并不充分，最终模型的性能不够理想。最近有许多研究针对这一问题，提出对类别信息进行统一的建模，使得模型能够适应不同类别的情况。

SMXM[17]模型提出利用类别描述进行零样本的命名实体识别，对于每个类别，将对应的类别描述拼接在输入句子之后，经过一个交叉注意力编码器生成每个词的表征，最后经过一系列线性变换得到每个词属于该类的概率。由于是零样本命名实体识别任务，该方法采用的类别描述来自外部数据，包括数据集的注释文档以及专业的百科数据库等。类似的，Label Semantics[18]提出利用类名进行小样本命名实体识别，将类名与begin、inside等词相结合，将BIO形式的实体标签（如B-PER，I-ORG等）转化为自然语言形式（如begin person，inside organization等）。模型采用双塔结构，由两个编码器组成，一个用来编码输入的句子另一个用来编码类名，最后利用类名和词的表征之间的点积作为相似度判断每个词所属的类别。

SDNet[19]提出了一种用于小样本命名实体识别的自描述机制，通过一个共通的概念集合来概括实体提及（mention），并将概念映射到实体类别。具体而言，SDNet是一个序列到序列的生成式模型，依次执行两个生成任务：生成实体提及的概念描述；自适应地生成与新类型一一对应的实体提及。

NNShot[20]提出了一种使用最近邻进行小样本命名实体识别的方法，基于经过预训练之后相同实体类型的词会在向量空间中靠的更近的想法，对于输入中的每个词，在支持集中寻找在向量空间中与其欧氏距离最近的词，并赋予它相同的实体标签。CONTaiNER[21]模型也采用了类似的方法，采用了基于高斯分布的嵌入，并引入了对比学习。NNShot还在TapNet[22]的基础上提出了一种简单但有效的方法来捕获实体标签之间的依赖，取代了原先耗时的条件随机场[23]的训练，并且可以任意目标领域。

2.3 提示学习方法

随着大规模预训练语言模型的发展，许多任务在预训练模型上加以微调就能达到不错的效果。但一般的微调方法是添加一个额外的分类器（通常是线性层和softmax），这样会引入新的参数，而且模型越大参数量也会越大，从少量样本中学习会比较困难[24]。为了不引入新的参数，同时充分利用预训练语言模型的先验知识，提出了提示学习的方法[25]，借鉴了遮蔽语言模型的方式，将下游任务转化为完形填空式的问题。具体来说就是为任务构建提示模板，然后通过语言模型对模板进行补全，从而得到预测结果。

TemplateNER[26]第一个将提示学习思想用于小样本命名实体识别任务，提出了一种基于模板的方法，利用生成式预训练语言模型来进行小样本命名实体识别。该方法为实体和非实体分别构造了模板，对于输入中的每个片段（span），填入模板中的实体插槽，并使用生成式语言模型对所有模板进行打分。

提示学习方法的主要问题在于模板和候选词的构造。PLET[27]提出对每个类别使用标签词集，加入类名及其近义词，优化单词在标签词集上分布的相似性。ProtoVerb[28]提出了从训练数据构建原型表达器的方法，将从训练数据预测得到的候选词投射到嵌入空间，并通过对比学习得到原型。Prompt-based FT[24]提出使用训练数据预测得到的预测词的前k个作为候选词，并枚举所有情况选出最好的标签词组合，再使用生成式模型自动生成模板。PET[29]提出构建多个模板和候选词的组合，使用多个预训练语言模型在不同的组合上进行微调，然后将这些微调模型进行集成，最后将集成模型的知识进行蒸馏得到输出模型。

EntLM[30]提出了一种无模板的方法，将命名实体识别问题转化为一个以实体为导向的语言模型问题，实体词预测为标签词，非实体词预测为原本的单词，不再需要枚举所有片段，提升了推理速度。

提示学习方法还会通过在输入的同时引入一些示例，通过上下文学习来进一步提升效果[23]。论文[31]对示例的选择策略、示例包含的内容、示例的形式等问题进行了系统的研究。Structured Prompting[32]引入了结构化提示，打破了传统上下文学习的长度限制，将上下文学习扩展到数千个例子。

1. 前沿研究的主要问题

（1）类别描述信息的获取。对于类别信息进行建模的方法已经提出了很多种，但其中的类别描述信息大多数使用的是类名，类名作为最基本的类别描述，获取容易但包含的信息量也较少。也有一些研究使用的是比较详细的类别描述信息，包含精确的定义，有的还有一些列子，但这种描述通常来自于数据集本身提供的注释指南，或者是一些专业可靠的百科信息，需要借助外部信息才能获取，并不适用于所有情况。

（2）实体标签之间的依赖。条件随机场对于命名实体识别任务有非常大的提升，但在小样本上训练它是十分困难的，所以提出了利用抽象转移矩阵概括一些抽象标签之间的依赖关系，再将其推广到任意目标领域，而概括与推广的方法会对模型的最终性能产生很大的影响。

（3）数据增强。数据增强一直以来都是解决资源稀缺问题最主要的手段，现有研究针对命名实体识别问题的数据增强方法也已经提出了许多，但主要还是针对低资源情况，对于小样本这种每个类只有几个样本的极低资源的情况并没有非常合适的解决方案。
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