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**Tổng quan**

Ngày nay, nhu cầu xử lý thông tin ảnh số và video càng ngày càng gia tăng do lượng thông tin lưu trữ trong đó có thể được khai thác và sử dụng cho nhiều mục đích khác nhau. Một trong số các ứng dụng đó là việc truy vấn ảnh và video trong cơ sở dữ liệu. Truy vấn ảnh và video hiện nay vẫn còn đang là một mảng mới đang được nghiên cứu, đòi hỏi có sự kết hợp giữa các mảng tri thức khác nhau như thống kê, thị giác máy tính, xử lý tín hiệu số, v.v… để giải quyết. Bài toán truy vấn có thể được chia thành nhiều bài toán con. Một trong số các bài toán con đó là bài toán truy tìm ảnh trong cơ sở dữ liệu video. Bằng việc áp dụng các thuật toán phân đoạn, gom nhóm và máy học trên dữ liệu video, ta có thể truy tìm ra các video có chứa frame ảnh gần giống với ảnh mà người dùng đưa vào. Giải quyết được bài toán này sẽ có lợi ích rất lớn khi áp dụng vào thực tế như tìm kiếm các phân cảnh quan trọng trong các bộ phim, tìm ra video quay được từ các camera quan sát cảnh vi phạm giao thông hoặc hành động phạm tội, v.v…

**Mục đích nghiên cứu**

Đồ án này tập trung vào giải quyết bài toán truy tìm frame ảnh trong cơ sở dữ liệu video. Người dùng đưa vào một ảnh và hệ thống sẽ tìm kiếm trong cơ sở dữ liệu và trả ra kết quả là các video được cho là có chứa các frame ảnh gần giống nhất với ảnh được đưa vào. Ngoài ra, hệ thống còn cho biết phần trăm khả năng video có chứa ảnh đầu vào và vị trí của frame ảnh gần giống với ảnh đầu vào. Dữ liệu video được sử dụng trong đồ án là các video phim được thu thập từ Youtube.

Bài toán có thể được phân rã thành các bài toán con: phân đoạn video thành các shot, tìm kiếm các key frame đại diện cho các shot, rút trích đặc trưng và so khớp ảnh đầu vào với các key frame sử dụng một độ đo hay metric nào đó và xuất ra kết quả là các video đã được xếp hạng theo độ tương đồng hoặc độ dị biệt.

Giải quyết bài toán phân đoạn video thành các shot là bước đầu cơ bản để thực hiện các thao tác khác như đánh chỉ mục video hoặc truy vấn video dựa vào nội dung, v.v… Tác giả Nagasaka [1] đã mô tả phương pháp sử dụng độ chênh lệch màu sắc giữa các pixel tương ứng trong 2 khung ảnh liền kề nhau và phương pháp đặt ngưỡng để xác định thời điểm mà tại đó có sự thay đổi đột ngột trong nội dung của video. Trái ngược với việc sử dụng đặc trưng cục bộ trên pixel, tác giả Tonomura [2] đã sử dụng lược đồ độ xám để tính độ dị biệt giữa các frame do tính chất toàn cục và các phương pháp dựa trên nền tảng lược đồ độ xám đều rất bền vững với các đối tượng chuyển động trong video quay từ camera. Tuy nhiên, phương pháp loại này đều gặp khó khăn khi có hai khung ảnh có cùng lược đồ độ xám và dẫn đến việc tách thiếu shot. Ngoài ra còn có các phương pháp tách shot video khác như tính độ tương đồng giữa 2 block con có cùng vị trí trong không gian ảnh trong 2 frame liên tiếp nhau (Kasturi [3]) hoặc sử dụng các đặc trưng cấp cao (moment [4], contour [5], v.v…) và các mô hình thống kê (Bayesian [6], Hidden Markov Model [7], v.v…) để nâng cao khả năng tách shot chính xác. Các đặc trưng chuyển động (motion-based) được rút trích trong miền không gian hoặc miền tần số cũng được áp dụng để phát hiện sự thay đổi đột ngột trong video như đặc trưng vector chuyển động [8], Optical Flow [9], v.v…

Tuy video đã được tách thành các shot và thu gọn lại nhưng số lượng frame ảnh vẫn còn rất lớn để có thể thực hiện truy vấn. Bài toán tiếp theo cần được giải quyết là bài toán rút trích key frame từ các shot để đại diện cho một video, giảm chi phí lưu trữ mà vẫn giữ được những thông tin quan trọng trong video. Do đó việc giải quyết bài toán này đóng vai trò chủ chốt trong việc xây dựng hầu hết các hệ thống xử lý video số. Đã có một số phương pháp được đề xuất để giải quyết bài toán này: Ajay [10] cho rằng càng nhiều thông tin chuyển động thì càng cần nhiều key frame để tổng quát hóa. Do đó, tác giả xác định key frame bằng cách chia nhỏ các shot theo thông tin chuyển động và chọn các frame nằm giữa các phân đoạn con đó. Nắm bắt được nhu cầu sử dụng ảnh hoặc mẫu video nhỏ để truy vấn video trong cơ sở dữ liệu, tác giả Li Zhao, Wei Qi [11] đã tìm ra phương pháp coi các frame trong một shot video như các điểm trong không gian đặc trưng mà trong đó các điểm được nối với nhau bằng các đường cong. Các điểm đứt gãy (gọi là breakpoint) trên quỹ đạo đặc trưng là các key frame và đường thẳng đi qua các điểm breakpoint là biểu diễn của shot video đó. Tác giả trong Xianglin [12] lại đề xuất phương pháp xác định key frame dựa vào nhóm chiếm ưu thế và có thể xác định được số lượng key frames dựa vào độ phức tạp của video với chi phí tính toán thấp. Ngoài ra vẫn có một số phương pháp khác như sử dụng độ đo Hausdorff cải tiến để tính độ phân tán trực tiếp giữa 2 lược đồ của 2 frame cạnh nhau [13] hoặc các phương pháp khác dựa vào nội dung của video và đặc trưng chuyển động, v.v… Như vậy, ta xây dựng được một cơ sở dữ liệu các key frame cho mỗi video để lưu trữ và thực hiện các thao tác rút trích đặc trưng và đối sánh như đối với ảnh.

Ta có thể sử dụng các loại đặc trưng cấp thấp (màu, vân, dáng) hoặc các đặc trưng cấp cao (SIFT, SURF, v.v…) cùng mô hình giỏ đặc trưng và sử dụng các độ đo đối sánh thông dụng như Minkowski, Euclidean, v.v… để đối sánh ảnh đầu vào với các key frame để xác định được video có chứa thông tin tương đồng với ảnh đầu vào.
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