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目的

为确保在所有情况下都可以实现向客户承诺的服务持续性，帮助客户服务在发生灾难之后尽快恢复客户服务和确保业务的持续运营,确保业务运作所需的客户基础架构和客户服务在灾难发生后的限定时间内能够得到恢复，从而对组织的总体业务持续性管理提供支持，实现公司业务持续发展而实施的管理活动，特制定本制度。

原则

服务可用性确保服务稳定可靠，能按需访问；服务连续性则保障在中断发生后，能快速恢复并维持关键业务运行。

适用范围

适用于本公司的服务业务的持续可用性及信息安全的业务持续性控制的持续管理。

岗位职责

运维部

1. 确保运维服务经过设计后，实际的服务级别（以可用性、连续性等指标表示）能够符合约定的服务级别；制定《服务可用性和业务连续性计划》；
2. 撰写可用性报告；
3. 优化IT基础架构的可用性，从而为提供给企业的服务实施成本合理的改进。
4. 实施和维护运维服务服务过程中的连续性管理，根据风险评估结果，制定并管理连续性计划

管理流程

可用性

一旦客户确定一项服务的可用性要求，运维部就可以确定一系列输入要求，以满足要求的服务级别。

识别可用性需求

需求识别时间

在签订《服务级别协议》之前进行；

1. 需考虑新的运维服务和需要对现有服务作出的变更两个方面；
2. 应当在尽可能早的阶段确定是否能够满足这些需求以及怎样满足这些需求。

需求识别应考虑内容

关键业务功能；

1. 约定的运维服务中断时间；
2. 可量化的可用性需求；
3. 非计划的运维服务中断对业务功能所产生的可量化的影响；
4. 客户的业务运作时段；
5. 有关维护窗口期的约定。

可用性设计

1. 那些影响可用性标准的薄弱环节应当尽早得到确认。有助于防止额外的开发成本、计划外的后期支出、单点故障、供应商收取的额外成本以及延迟的发布等情况发生。
2. 基于适当的可用性标准的一个良好的可用性设计可以使得有可能与供应商签订有效的维护合同。设计过程中采用了一些技巧，如确认单点故障的组件故障影响度分析。
3. 如果可用性标准不能够实现，最好的选择是确认设计是否可以进一步改进。
4. 如果可用性需求特别难以达到，则应当考虑使用其它的容错技术、其它的服务流程（事件管理、问题管理和变更管理）或额外的服务管理资源。

恢复方案设计

1. 确保运维服务故障发生后，运维服务能在最短的时间内得以恢复以使正常的业务运营继续进行；
2. 设计恢复方案考虑因素：
3. 确保业务与技术恢复流程是正确的；
4. 清晰定义负责主要事件的员工的职责。
5. 安全性问题
6. 安全性和可靠性是密切相关的，一个较差的信息安全设计会直接影响到服务的可用性。
7. 高可用性要靠有效的信息安全来支撑。在规划阶段，应该考虑相关的安全问题，对安全问题可能给服务供应带来的影响也应当加以分析。
8. 与安全问题相关的活动主要有：
9. 确定谁将有权访问安全区域；
10. 确定需要作出哪项关键授权。

维护管理

IT组件都必须按照计划进行维护活动。有计划的维护活动可以使IT支持部门能够：实施预防性维护以避免故障的发生；

1. 及时进行软件和硬件升级以提供新的功能和额外的服务能力；
2. 根据业务需求对IT基础设施实施必要的变更；
3. 激活IT基础设施中新增的功能。
4. 计划性维护活动涉及的首要问题是计划停机时间。
5. 在确定新增或改进后的运维服务的可用性需求时，需要明确计划性维护所需的停机时间以及由此导致的收入方面的损失。
6. 在运维服务1天24小时或一周7天都必须正常运作的情况下，可用性管理就必须在权衡计划停机时间需求和相应的业务损失之后确定最优的维护方案。

制定《可用性管理计划》

1. 为有效地实施有关可用性管理活动以改进IT组件及服务的可用性，必须制定明确的《可用性管理计划》。
2. 《可用性管理计划》不仅需要关注技术方面的问题，还应对可用性管理的人员、流程、工具和技巧等方面进行考虑。在可用性管理的初始阶段，可用性管理计划与实施通常是紧密结合进行的，但这两者却又是不同的，不能将它们混淆《可用性管理计划》的计划周期应当覆盖协议约定时长。
3. 《可用性管理计划》应当和《运维服务能力管理计划》的周期保持一致。
4. 《可用性管理计划》一般包括以下部分：
5. 对目前状况可用性的评估；
6. 改善现有服务活动的步骤；
7. 实施新服务与维护的一系列计划。

监控、评价和报告

1. 评价和报告是重要的可用性管理活动，它们为核实服务协议，解决问题和制定改进建议提供了基础，形成《可用性管理计划评审报告》。
2. 可用性报告在每次服务报告中作相应说明，其中可以包括下列指标：
3. 以平均修复时间（MTTR）、平均无故障时间（MTBF）和平均系统事件间隔时间表示的可用率（或不可用率）；
4. 总体正常运作时间和宕机时间；
5. 故障的次数；
6. 有关故障可能实际或潜在地导致比约定数更高的不可用率的额外信息。

连续性

初始化阶段

定义组织策略

1. 有关运维服务连续性管理的政策应当尽早地制定并充分传达给组织内所有的相关人员，从而使他们意识到实施运维服务连续性管理的需求；同时管理层也需要明确表达他们的承诺。
2. 运用风险评估方法来估计运维服务风险发生的概率，为了管理这些风险，组织需要制定风险预防和风险恢复方案，这些措施应基于质量标准；安全管理指南和通用的组织策略。
3. 确定适当的管理架构（清楚划分职责）和应对灾难的流程。

分配资源

1. 需要投入人力和物力建立一个运维服务连续性管理环境。
2. 组织需要对员工进行培训来保证员工有能力实施风险预防和灾难恢复措施。

分析规划阶段

业务影响分析

1. 在有些情况下，服务在灾难发生后仍可以继续运作一段时间，因而其重点是恢复服务；而在其它情况下，没有运维服务的支持业务将完全不能运作，因而其重点将是预防。
2. 服务分析：对某些不重要的服务而言，可以规定在灾难发生时使用能力和可用性有限的应急服务。但需要注意的是，即便是在灾难恢复期间，服务级别也只有在与客户达成协议之后才能进行修改。对于关键性服务来说，必须在进行预防和制定恢复方案之间选择某种平衡
3. 基础架构分析：在完成服务分析之后，需要评估服务和 IT 资源之间的依赖关系，灾难恢复服务所需要的额外资源。

风险评估

1. 通过确认业务中存在的威胁和薄弱环节以及相关的预防措施可以为管理层提供有价值的信息。
2. 优先考虑使用各种预防措施。如果所有这类预防措施全都用上了，则有必要进一步确定是否还存在需要制定应急计划的残余风险。
3. 风险分析
4. 必要确认相关的IT 组件（资产），包括建筑物、系统和数据等；
5. 分析这些资产所面临的威胁以及这些威胁之间的相关程度，并估计灾难发生的可能性；
6. 要确认这些资产的薄弱环节，并进行分类；
7. 根据各IT 组件的具体情况评估威胁和薄弱环节，从而评估风险的级别。
8. 恢复方案
9. 不采取任何措施，此方案应用于无需运维服务能独立运营的部门。
10. 回复至手工（基于纸质的）系统-这种方案对于那些对业务有关键性影响的服务来说是不可接受的，但对于那些不甚重要的、小的服务仍然是可行的。
11. 互助协议安排-当两个组织具有类似的硬件并同意在灾难发生时互相提供相关设施时可以使用这种方案。
12. 逐渐恢复-这种方案使用于那些在一段时间（如 72 小时）内没有运维服务也能运作的企业。
13. 中期恢复-这种方案可以使服务在接入一个类似的运作环境后经历一段短暂的过渡期（24-72 小时）便可以继续正常运作。
14. 内部式恢复（相互支撑）-如果企业有多个办公场所或可用于生产的专门的测试环境，可以采用这种内部式恢复方案。
15. 外部式恢复-由第三方恢复组织提供商业服务，这些组织通常是为多个客户服务的
16. 移动式恢复-这种方案所需的基础设施一般都是用一辆拖车装载着。
17. 立即恢复-这种方案提供了即时的或非常快速的恢复服务，如在不超过 24 小时之内
18. 针对分析结果应形成书面性的建议内容，汇总到《业务影响分析报告》中。

实施阶段

组织和实施计划

1. 实施风险降低措施：故障发生直接影响服务的可用性，因此实施风险降低措施必须结合可用性管理进行。
2. 实施备用方案：恢复方案的实施有赖于一系列的备用方案，包括场所、系统及供应商方面。对于备用方案需要进行测试、操作培训及维护以确保需要时可以立即启动备用方案。
3. 制定《连续性管理计划》，保证实施人员可以直接按照流程文档实施恢复方案：确保可以持续地提供有关关键系统、服务和设施的必要信息或在可接受的时段内能够恢复此类信息。

连续性管理计划测试

1. 运维项目经理安排组织连续性计划范围内的人员编制测试计划并进行测试，测试完毕结果归并到《连续性管理计划测试报告》。
2. 根据服务需要，运维部经理会同公司领导对连续性管理计划测试结果进行评审，形成《连续性管理计划评审报告》，记录测试存在的问题，必要时修改《连续性管理计划》

沟通和培训

1. 运维项目经理组织有关人员进行沟通或培训，确保有关人员知道自己的职责和任务。
2. 必要时运维项目经理对培训的效果进行评价。

连续性计划维护

1. 对运维服务人员进行连续性方面的意识培养，使他们将维护连续性作为常规的工作。
2. 对连续性流程进行定期评审以确保经常性的更新。
3. 每年至少应进行必要的连续性计划测试。
4. 评审和测试以后需要进行日常的变更管理，因此也需要连续性得到及时更新。
5. 进行包括维护人员和销售人员的培训，以保证在必要的时候他们有能力完成业务恢复工作
6. 保证连续性生命周期的制度应得到运维部经理和公司搞成领导的确认，以保证连续性流程的运营流程得到顺利的执行。
7. 公司定期对连续性计划所需得到人员、技术及基础设施进行检查、评价，以确保连续性计划的有效性。

与其他流程的关系

与事件管理流程的关系

可用性、连续性中断的发生，均应在事件管理流程中得到记录。

与问题管理流程的关系

系统相关隐患被识别，需要根源调查、处置，以提高可用性，可通过问题管理流程进行管理。

与变更、发布管理流程的关系

为提高系统可用性和连续性，产生的系统变更，应通过变更、发布管理流程进管控。

与配置管理流程的关系

配置管理数据库为可用性、连续性系统分析提供数据基础。因可用性、连续性发生的配置变更，也应对相关的配置项进行更新。

可用性需求满足测试或评审

可用性需求满足监控

可用性报告

定义持续性实施范围

业务影响分析

防止业务中断

潜在业务中断分析

业务连续性测试

业务恢复计划

连续性计划更新

考核指标

|  |  |  |  |
| --- | --- | --- | --- |
| 指标度量性 | 计算方式 | 频次 | 指标要求 |
| 系统可用率 | 系统可用的数量/系统总数\*100% | 每季度 | ≥98% |

附则

1. 本制度最终解释权和修订权归运维部。
2. 本制度自颁布之日起施行。

附件

《服务可用性和业务连续性管理制度》

《信息安全管理制度》

《运维服务能力管理制度》

记录

《可用性管理计划》

《连续性管理计划》

《可用性管理分析报告》

《连续性管理计划评审报告》