基于强化学习的路径规划算法研究
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**摘要：**在自动驾驶汽车技术的诸多研究中，路径规划是自动驾驶汽车的重要研究内容，也是当前自动驾驶汽车领域研究的热点和难点之一，其目的是在各种复杂环境下能够获得一条连接起始点与目标点的最优无碰撞路径。文章介绍了几种基于强化学习的路径规划算法及其基本原理与特性，回顾了不同算法在路径规划算法领域的研究和应用，并对自动驾驶汽车路径规划的未来研究方向做出了展望。
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**Abstract:** Among many researches on self-driving car technology, path planning is an important research content of self-driving cars, and also one of the hot spots and difficulties in the current research field of self-driving cars. Its purpose is to obtain an optimal collision-free path connecting the starting point and the target point in various complex environments.This paper introduces several path planning algorithms based on reinforcement learning and their basic principles and characteristics, and reviews the research and application of different algorithms in the field of path planning algorithms.The future research direction of autonomous vehicle path planning is also presented.

**Key words:** Autonomous vehicle; Path planning; Reinforcement learning

1. **绪论**

**1.1、研究背景**

自动驾驶汽车使用传感器感知环境，并依照合理的算法在复杂环境中实现自主运动，使其能在道路上安全、高效地行驶。作为自动驾驶汽车研究的一个重要环节，路径规划就是根据给定的环境模型，在一定的约束条件下，利用路径规划算法规划出一条连接车辆当前位置和目标位置的无碰撞路径。在此基础上可按照不同需求选择一条最优路径。

自动驾驶汽⻋的路径规划算法已发展多年，为应对各种场景和问题，诞⽣了多种规划算法。路径规划的核心就是算法的设计，路径规划算法目前已经得到了广泛的关注。随着各个领域的不断发展，传统路径规划算法在复杂环境模型下存在规划速度慢、数据计算量大等问题，难以满足路径规划实时性、准确性的要求。在此前，针对高级驾驶辅助系统(ADAS)和自动驾驶应用，已经开展了大量基于深度学习的研究活动。随着人工智能的不断进步，强化学习领域已经成为一个强大的学习框架具有学习复杂的高维环境的能力，使用强化学习或深度强化学习应用于自主驾驶或自动驾驶领域是一个新兴热点领域。

**1.2、路径规划算法分类**

根据对环境信息的把握程度可把路径规划划分为基于先验完全信息的全局路径规划和基于传感器信息的局部路径规划。其中，从获取障碍物信息是静态或是动态的角度看，全局路径规划属于静态规划(又称离线规划) ，局部路径规划属于动态规划(又称在线规划)。全局路径规划需要掌握所有的环境信息，根据环境地图的所有信息进行路径规划; 局部路径规划只需要由传感器实时采集环境信息，了解环境地图信息，然后确定出所在地图的位置及其局部的障碍物分布情况，从而可以选出从当前结点到某一子目标结点的最优路径。

依照路径规划算法在原理上的不同，可将算法大致分为基于搜索的路径规划算法、基于采样的路径规划算法、基于智能算法的路径规划算法以及基于强化学习的路径规划算法等。其中，基于搜索的路径规划算法主要包括 Dijkstra 算法、A\* 算法等；基于采样的路径规划算法主要包括 RRT 算法、PRM算法等；基于智能算法的路径规划算法主要包括遗传算法、蚁群算法等；基于强化学习的路径规划算法主要包括Q-Learning、DPG、DDPG等。

**1.3、路径规划的一般步骤**

路径规划的一般步骤主要包括环境建模、路径搜索、路径平滑三个环节。

1. 环境建模。环境建模是路径规划的重要环节，目的是建立一个便于计算机进行路径规划所使用的环境模型，即将实际的物理空间抽象成算法能够处理的抽象空间，实现相互间的映射。
2. 路径搜索。路径搜索阶段是在环境模型的基础上应用相应算法寻找一条行走路径，使预定的性能函数获得最优值。
3. 路径平滑。通过相应算法搜索出的路径并不一定是一条运动体可以行走的可行路径，需要作进一步处理与平滑才能使其成为一条实际可行的路径。

**1.4、强化学习的概念和模型**

强化学习（Reinforcement Learning ,RL）是一种重要的机器学习方法，机器学习分为监督学习、无监督学习、强化学习三种。强化学习是系统从环境到行为映射的学习，目的是使奖励信号（强化信号）函数值最大。换句话说，强化学习是一种学习如何从状态映射到行为以使得获取的奖励最大的学习机制。一个动作需要不断在环境中进行实验，环境对动作做出奖励，系统通过环境的奖励不断优化行为，反复实验，延迟奖励。

主体(Agent)通过与环境(environment)交互进行学习，交互包括行动（action），奖励(reward)，状态(state)。交互过程表述如下：每一步主体都根据策略选择一个行动方式执行，比如说向前走、向后走，然后感知做出该行动后的立即奖励，还有下一步的状态，该状态也就是环境的状态，通过已有的经验再修改自己的策略做出下一个动作，经验就是根据这一步一步的动作学习来的，每一步都积累一些奖励值(立即奖励)，目标就是让累积的奖励值最大。

1. **研究现状**

强化学习根据策略优化的方式不同，可分为基于价值的方法，基于策略的方法和Actor-Critic方法。

**2.1、基于价值的方法**

**2.1.1、Q-Learning**

1. Learning算法是一种使用时序差分求解强化学习控制问题的方法，不需要环境的状态转化模型，是不基于模型的强化学习问题求解方法。求解和蒙特卡罗法类似，都是价值迭代，即通过价值函数的更新，来更新策略，通过策略来产生新的状态和即时奖励，进而更新价值函数。一直进行下去，直到价值函数和策略都收敛。由于其简单和易于实现的优点，Q-Learning已成为移动机器人的路径规划领域使用最广泛的算法。

Q-Learning算法对于小型强化学习问题非常灵活有效，但是对于大数据异常复杂的状态和可选动作，使其需要维护的Q-table异常大而陷入维度爆炸。

在路径规划中容易出现的非凸性问题中，Roozbeh Bazargani等人提出了一种Q-learning和MPC结合的在线规划算法[1]，在无障碍物路径生成过程中引入Q-learning，将reward函数由-1改为-||a||2使路径更加平滑，从而使MPC在有障碍物的情况下数值求解中非凸性优化问题得到了缓解，得以利用终端成本和约束条件保证了稳定性和可行性。

在复杂未知的环境下，传统Q-learning算法会因为状态和动作异常复杂使Q表异常庞大而陷入维度爆炸。针对这一问题，Yuxiang Wang等人设计了一种改进的Q-learning算法[2]，在网格地图环境下，建立了改进的动作步距与奖励值之间的定量函数关系来作为奖励函数，将重力势场应用到Q-learning算法的更新步骤中，并且采用深度神经网络代替Q-table，将其改进为DQN算法，利用其经验回放和固定目标网络两个核心元素，改进了路径规划的结果，解决了维度爆炸的问题。

针对RRT\*效率低，所需时间长的问题，Tomoya Kawabe等人在文中提出了一种RRT\*和Q-learning结合的方法[3]，用于多个机器臂无碰撞轨迹规划，使用RRT\*算法寻找轨迹目标姿势，通过Q-learning算法可以避免机械臂之间的碰撞，经过仿真实验，验证出该方法轨迹规划时间比单独使用RRT\*算法减少了20%。

**2.1.2、DQN**

Deep Q-Learning算法的基本思路来源于Q-Learning。但是和Q-Learning不同的地方在于，它的Q值的计算不是直接通过状态值s和动作来计算，而是通过的Q网络来计算的。DQN主要使用的技巧是经验回放（experience replay）,即将每次和环境交互得到的奖励与状态更新情况都保存起来，用于后面目标Q值的更新。通过经验回放得到的目标Q值和通过Q网络计算的Q值肯定是有误差的，可以通过梯度的反向传播来更新神经网络的参数w，当w收敛后，我们的就得到的近似的Q值计算方法，进而贪婪策略也就求出来了。

DQN对价值函数做了近似表示，因此有了解决大规模强化学习问题的能力。但是它并不一定能保证Q网络的收敛，这导致训练出的模型效果很差。

传统DQN算法在通过神经网络快速计算Q值来优化最优状态时不可避免存在过度估计的问题，针对这一情况，文献[4]中将行为选择和目标Q值计算解耦，选择当前网络当前动作的最大Q值用于目标Q值的计算，考虑到动作值函数对静态环境的影响，最终结果为神经网络价值函数的输出和环境状态值两部分的线性组合，改进后的方法具有更明显的优势。

**2.1.3、Double DQN**

Double DQN算法在DQN算法的基础上，使用两个Q网络，一个当前Q网络Q用来选择动作，更新模型参数，另一个目标Q网络Q′用于计算目标Q值。目标Q网络的网络参数不需要迭代更新，而是每隔一段时间从当前Q网络Q复制过来，即延时更新，这样可以减少目标Q值和当前的Q值相关性，并且通过解耦目标Q值动作的选择和目标Q值的计算这两步，来达到消除过度估计的问题。

针对传统DQN算法存在的动作值过度估计的问题，[5]中通过解耦目标Q值动作的选择和目标Q值的计算的方法，将Double DQN算法应用于USV的路径规划中，并指出Double DQN算法能有效地处理复杂的环境信息,使路径规划最优。[21]中将基于经验的启发式搜索算法（EBHS）和Double DQN结合在一起，既克服了错误率的问题，又保留了预学习最优策略的优点，缩短了规划时间。

针对传统DQN算法收敛速度慢，训练时间长这一问题，[6]中将Population Base Training(PBT)超参数搜索算法应用于Double DQN中，可以在线调整学习速率，使收敛更快。

为了能够适应未知复杂多变的环境，并使规划出的路径更加光滑，[7]中将Double DQN算法中卷积神经网络设置了两个输入层，提高了不同维度的环境信息的输入适应性，并且使用NURBS算法使DDQN输出的离散动作更加平滑。

**2.1.4、Dueling DQN**

Dueling DQN算法在DQN的基础上，通过优化神经网络的结构得到。其将Q网络分成两部分，一部分仅仅与状态有关，与具体要采取的动作无关，叫做价值函数，另一部分同时与状态和动作有关，叫做优势函数，最终的价值函数表示为两部分函数的线性组合，相比于单独动作价值的评估更准确。

针对DQN算法存在的抽样方法没有充分利用存储信息和在训练过程中行动选择的随机性太大,收敛太慢的问题，[8]中Dueling DQN网络中引入优先级采样机制，建立具有优先级采样的Dueling DQN模型，使收敛速度变快，效率得到提高。

为了解决收敛速度慢、过度估计的问题,[9]中提出了一种Variant of Double dueling DQN（V-D D3QN）算法，将Doubel DQN和Dueling DQN结合在一起，随机选择一个dueling DQN网络在每个时间步长更新其参数,利用剩余的dueling DQN网络确定更新目标。文献[10]中提出了一种基于分数位回归的改进DQN算法（QR-D3QN），在QR-DQN的基础上，对目标Q值的计算方法进行了改进，以减小值高估的影响，结合对抗网络和添加奖励经验取样,提高有效数据的利用效率，使机器人可以迅速避免障碍找到最优路径。

**2.2、基于策略的方法**

**2.2.1、 TRPO**

由于随机策略梯度方法存在学习速率难以确定的问题，置信域策略优化（Trust Region Policy Optimization,TRPO）被提出，用来确定一个合适的更新步长，使得策略更新后，回报函数的值单调不减。

存在缺陷是无法处理大参数矩阵，二阶优化很慢，难以实现和调试。因此在路径规划算法中难以得到应用。

**2.2.2、 PPO**

PPO是对TRPO算法的改进，通过检验KL散度值来决定λ是增大还是减小，形成PPO-Penalty算法,直接截断用于策略梯度的目标函数，从而得到更保守的更新，形成PPO-Clip算法。

针对传统PPO算法高方差的问题，[11]中用自适应参数来计算重采样概率，通过限制重采样范围，提高数据利用率和算法收敛速度，采用延迟策略更新的方法，产生较小的方差。

为了提高稳定性和收敛速度，[12]中对传统PPO算法的网络结构进行了改进，由原来的两个全连接层改为三个全连接层，神经元个数分别为128、128、64，激活函数选择tanh，并且在目标函数中引入当前策略的转换概率和原策略下的转换概率之比。[13]中提出了基于频率分解的PPO算法（FD-PPO），并设计了启发式奖励函数，该方法在各种复杂环境表现出优势。[14]中仅在测试阶段使用PPO算法，在训练阶段只是用来给出路径点，有效的减少了训练时间，使算法收敛更快。

**2.3、Actor-Critic方法**

Actor-Critic方法的主要思想是用近似的值函数来指导策略参数更新。首先，Actor针对当前地状态，通过运行策略函数选择一个行为；其次，Critic采用值函数对Actor的行为进行评价；然后，Actor根据Critic的评价，调整自己的策略；最后，Critic根据环境给出的回报计算出一个更新的目标值，来调整自己的评价策略。该方法的引入主要是为了解决Policy Gradient算法中回合更新效率低的问题，即它仅在一个回合完成之后，才能更新参数，Actor-Critic算法可以实现单步更新，收敛要快很多。

**2.3.1、DPG**

确定策略梯度（Deterministic Policy Gradiant,DPG）是最常用的连续控制方法。DPG是一种Actor-Critic方法，它有一个策略网络，一个价值网络。策略网络控制智能体做运动，它基于状态s做出动作a。价值网络不控制智能体，只是基于状态s给动作a打分，从而指导策略网络做出改进。[15]中将DPG算法用于机器人连续行动空间的路径规划，克服了传统算法在非结构化环境中难以获得目标位置的缺陷。

确定策略梯度可以处理连续动作空间的任务，但是无法直接从高维输入中学习策略。

**2.3.2、DDPG**

在DPG算法的基础上引入DQN算法，就形成了深度确定性策略梯度算法（Deep Deterministic Policy Gradiant,DDPG）。DDPG分别用神经网络逼近行为值函数，实现直接从原始数据中进行端对端的学习，还使用了批量标准化的深度学习技术来应对不同量纲问题，实现对不同任务、不同类型的数据进行有效学习。

为了提高稳定性和收敛速度，[16]中运用一种multi-critic DDPG算法，用k值的平均值近似代替行为价值函数，改进后的算法泛化能力优于传统DDPG，成功率也增加了。[17]中提出了TPR-DDPG算法，用不同的归一化预处理方法改进奖励函数，并在策略网络中加入BatchNorm层，使机器人能够在复杂环境中迅速到达目标位置，并且算法更加稳定。[18]中通过引入Prioritized Experience Replay (PER)策略，提高了算法的收敛速度，减少了路径长度。[19]中提出用权重区分不同样本，不再是均匀的随机选择，减少算法试错的次数，从而节约了计算时间。

传统的DDPG算法的回放缓冲容量固定，无法实现多特征样本数据学习能力的提高，抑制了算法的学习能力。针对这一问题，[20]中构造了基于学习曲线的经验池容量变化函数，可以动态的调整回放缓冲区的容量，从而提高了算法的学习能力。

1. **比较与分析**

基于值和策略的方法对比:

1. 策略搜索方法具有更好的收敛性。有些值函数在后期会一直围绕最优值持续小幅震荡而不收敛。而基于策略的方法遵循的是梯度法，它会一直朝着优化策略的方向进行更新，试图收敛。
2. 策略搜索方法更简单，在某些情况下，使用基于值函数方法求解最优策略非常复杂甚至无效。
3. 策略搜索方法可以学到随机策略，往往是最优策略。而使用基于值函数的方法学到的大多数策略都是确定性策略，无法获得最优解。
4. 基于值函数的方法只适用于离散动作空间，而基于策略的方法适用于连续动作空间。
5. **展望**

随着科学技术的不断发展，路径规划技术面对的环境将更为复杂多变。这就要求路径规划算法要具有迅速响应复杂环境变化的能力。同时随着人工智能的不断进步，强化学习领域已经成为一个强大的学习框架，具有学习复杂的高维环境的能力，使用强化学习或深度强化学习应用于自主驾驶或自动驾驶领域是一个新兴热点领域。现有的路径规划算法在静态全局路径规划及已知环境信息的动态路径规划问题中进行了大量的研究，不同的算法在其进行路径规划时都具有一定优势。然而，对于未知环境下的路径规划，关于不确定环境因素与多车协同的路径规划研究较少。这不是目前单个或单方面算法所能解决问题，因此在未来的路径规划技术中，除了研究发现新的路径规划算法外，还有两个方面值得关注：一方面是可以将路径规划算法进行有效结合( 即混合算法) 。任何的单一路径规划算法都不可能解决所有实际应用中的路径规划问题，特别是在面对交叉学科的新问题时，研究新算法的难度大，路径规划算法间的优势互补为解决这一问题提供了可能。另一方面是可以将环境建模技术和路径规划算法的结合。面对复杂的二维甚至三维连续动态环境信息时，算法所能做的是有限的，好的建模技术和优秀路径规划算法相结合将成为解决这一问题的一种方法。因此，通过多种算法融合，在高维、动态、复杂以及多变的环境中进行路径规划的研究，将成为自动驾驶汽车算法研究的主流方向。
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