T2 Network Hardware Decommissioning behavior for (VM-VM / VM-Disk) colocation scenarios

# Problem Statement

"Proximity Placement Group (VM-VM)" and "XIO (VM-Disk) colocation" scenarios – introduce new colocation constraints which require the containers to be pinned to a specific T1 / T2 network spine in case of "Proximity Placement Group" scenarios and are pinned to a specific T2 network spine in case "XIO colocation" scenarios. Proximity Placement Group scenarios ensure that all the VMs (containers) within the same Proximity Placement Group are pinned to the same T1 / T2 network spine. XIO colocation scenarios ensure that the VMs (containers) and their associated Premium disks are pinned to the same T2 network spine.

Now, there have been a few scenarios identified in which T2 Network Spine IDs (which Compute and Storage depend on for these colocation scenarios) can change:

* Hardware level network changes:
  + Two T2 sets are merged into one existing T2 set (SG and SYD)
  + Two small T2 sets are merged into one large (Tokyo)
  + One small T2 set will be replaced by a larger T2 set (India Central)
* Changes from “invalid” T2 IDs to the “correct” T2 IDs – since there can be bugs in the existing T2 ID values.

During these T2 Network Spine ID changes, there would be no Data Plane impact to the customers. Moreover, since these T2 Network Spine IDs are used extensively throughout the stack (e.g. Fabric, CRP, DiskRP and Storage) to ensure colocation guarantees – there arises a need for all of these components to handle this metadata change and ensure no customer downtime.

As a result, there arises a need for coming up with a new workflow / solution w.r.t handling metadata change of T2 network spine IDs during T2 network hardware decommissioning process.

# Goal

1. No data plane downtime for the customers during T2 network hardware decommissioning process.
2. Cover changes required (across all components) and customer experience w.r.t T2 network hardware upgrade scenario
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1. [Proximity Placement Groups PM Spec](https://microsoft.sharepoint.com/:w:/r/teams/AZCompute/_layouts/15/Doc.aspx?sourcedoc=%7BE35DB4B1-4142-4D55-AFE4-12CCDCF7591A%7D&file=Placement%20Groups%20-%20PM%20Spec.docx&action=edit&mobileredirect=true)
2. [VM-Disk Colocation PM PPT](https://microsoft-my.sharepoint.com/:p:/r/personal/chagarw_microsoft_com/_layouts/15/Doc.aspx?sourcedoc=%7BE31D5266-4E76-457D-9E0C-61E570753640%7D&file=Colocationv2.pptx&action=edit&mobileredirect=true)
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# Approaches:

Approach 1:

* Fabric maintains the map of old T2 IDs vs latest T2 ID which Fabric obtains from NSM via either:
  1. A new API exposed via NSM which provides this map directly
  2. Inferring change of T2 ID based on the previous value and the new value obtained from NSM
* SRP (and thus in-turn DiskRP) exposes the details about old as well as the new T2 IDs via Get-RsrpFaultDomains Api taking into consideration of publishing appropriate scores of these T2 spines (based on the storage capacity distribution and ultimately returning 0 score for the older T2 ID)
* During the next refresh of computeStampCache, CRP retrieves new mapping from fabric as part of GetExtendedDataCenterUtilization or GetClusterInformation API (TBD by fabric) for each fabric cluster.
* During the next refresh of storageCapabilitiesCache, CRP retrieves new mapping from DiskRP as part of GetStorageCapabilities API.
* Till the time, all the stakeholders are not aware of the new mapping (Either DiskRP or all the fabric clusters are not aware of the new mapping or CRP side cache is yet to be refreshed), CRP will reconcile at its end and will keep sending the old T2 spine values for the allocation calls and they will keep honouring the old spine values as well.
* Once, CRP gets mapping from both Fabric as well as DiskRP, it knows that both stakeholders now have the knowledge of T2 spine change. Going forward, all the new tenant allocation calls will have new spine values.
* For existing tenant, during next update triggered on the VM (by the customer), CRP retrieves the container’s runtime network information – via ContainerNetwork packet, in which Fabric would return the old as well as the new T2 ID for that container.

**NOTE: There wouldn’t be a background thread / process which will pro-actively go and update customer’s VMs / Disks metadata to the newer T2 in CRP, due to the following reasons:**

* ***There is no real customer impact due to T2 migration scenario and hence we don’t want to pro-actively trigger a Fabric UpdateTenant call (which may get blocked probably due to some RootHE upgrade / etc.) and thus impacting the customer’s VM’s provisioning state.***
* ***There is currently no way to scan across all subscriptions in a region to find out all the impacted containers. Even if we find a way, it is a very costly operation and thus doesn’t seem to be worth it (less ROI), considering no real end-customer experience impact***
* Fabric would also return the information about why the T2 ID got changed for a container (for CRP to differentiate between Decom scenario vs. T2 network hardware upgrade scenario in order to show correct colocation status as part of GET calls) as part of container’s runtime network information.
* CRP would treat the change in the T2 ID as T2 Migration / T2 change scenario and perform the following:
  1. Update the NetworkSpineId of the disks allocated on the older T2 spine to the newer T2 spine
  2. Update the T2 spine of all the containers within that tenant from older T2 spine to the newer T2 spine.
* During the time period when the spine id is not updated for the container (due to opportunistic update based on customer’s request):
  1. Fabric would ensure that ServiceHealing of such containers do not relax the network spine constraint provided in the SVD but rather reallocate the container to the newer T2 spine instead.
  2. DiskRP and SRP would ensure that there is no impact to the disks/storage accounts running on the older T2.
* Since, for existing tenants, we are following the model of opportunistic update based on customer’s request, all the stakeholders will be required to maintain the mapping at their end indefinitely. As we will never know if all the existing tenants have been updated with new T2 spine values or not.

**Limitations with this approach:**

* There can be scenarios where CRP gets new mapping info from random partition in DiskRP but not all the partitions in DiskRP aware of the new spine mapping. As a result, even if cache from other components has new spine values , there may still occur scenarios where CRP may end up making allocation call on a DiskRP partition which does not know about new mapping resulting in allocation failure for customer.

# Approach 2:

**Without AzPubSub**:

The proposed "updated spine mapping info" propagation workflow dictates that all the stakeholders will get the new mapping info from their low level components.

Please refer below for clarity:

![](data:image/jpeg;base64,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)

* 1. NGS makes the infra changes and persists the spine mapping info at its end indefinitely
  2. NSM polls the spine mapping info from NGS
  3. SRP polls the spine mapping info from NSM
  4. Fabric polls the spine mapping info from NSM
  5. DiskRP polls the spine mapping info from SRP
  6. 1. CRP polls the spine mapping info from both DiskRP as part of GetStorageCapabilities API
     2. CRP polls the spine mapping info from Fabric as part of GetExtendedDataCenterUtilization or GetClusterInformation API (TBD by fabric) for each fabric cluster

## Approach 2a:

**[Without AzPubSub] Timestamp based approach**

The intent of this approach is to rely on a given configurable time interval at CRP end to cater scenarios where not all the components (DiskRP, SRP, Fabric clusters) are yet aware of the new mapping info. In order to avoid any allocation failures that may arise due to DiskRP (which is part of a partition that does not yet have new mapping info) getting an allocation call with a new T2 spine value or skewed capacity scenarios where a fabric cluster hasn't yet refreshed its spine mapping info and as a result corresponding stampInfo recieved by CRP through GetDataCenterUtilization API has old T2 spine values along with their separate available capacities, CRP will keep sending the old T2 spine values as part of allocation calls until the time interval is over. After that, CRP will start sending the new T2 spine values as part of allocation calls.

Instead of waiting for a certain amount of time, we can have a config setting in Dynamic config stating whether to use the given spine’s new alias or not.

It will be a manual activity where CRP will first restrict the use of new mapping for some time through dynamic config and after checking that all the components have latest mapping, CRP will flip the switch allowing the use of new spine aliases.

Details:

* 1. Once CRP gets the new mapping from either DiskRP or Fabric, it will get the waiting period value from the config. (this value will be configurable through dynamic config). The intent behind this waiting period is to give time to all the stakeholders to update their respective spine mapping info. These include all the fabric clusters, DiskRP|SRP|CRP all partitions.
  2. Until the waiting period is over, all the allocation calls by CRP will have old T2 spine values. If any updated component gets old T2 spine value, it should continue to honour it.
  3. After the waiting period is over, CRP will start sending new T2 spine value as part of allocation calls.
  4. For edge case scenarios where any component was not able to update its spine mapping info until the waiting period expires (most likely some issue with the component), customer facing allocation failures can occur and manual intervention may be required. There needs to be monitoring mechanism in place which can flag such components so that they can be addressed.

Until all the components are aware of new mapping, following scenarios can occur from CRP POV:

|  |  |  |
| --- | --- | --- |
| **SpineMapping in CRP** | **Cache from other components (namely, storagecapabilities from DiskRP and computeStampInfo from Fabric)**  **These cache are required for colocation, allocation algorithms in CRP for choosing the best spine|cluster** | **Behaviour <any issues highlighted>** |
| Updated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| Updated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | [Issue]  There can be scenarios where CRP gets new mapping info from random partition in DiskRP but not all the partitions in DiskRP aware of the new spine mapping. As a result, even if cache from other components has new spine values , there may still occur scenarios where CRP may end up making allocation call on a DiskRP partition which does not know about new mapping resulting in allocation failure for customer.    Fix:  In order to avoid these scenarios, CRP will let the allocation algorithm run as is (without any mapping involvement) and if the final selected spine is the new T2 spine value, CRP will find the old T2 spine value from mapping and make subsequent allocate calls with the old spine value.  In case, there are multiple old T2 spine aliases for a given spine, CRP will choose the alias which supports premium storage. |
| Updated | Both Fabric and DiskRP cache are not yet refreshed | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |

Pros

* Since T2 migration will be a rare infra change scenario, having the TimeStamp approach avoids maintaining/honouring mapping versioning across all the components.

Cons

* Since, we are relying on time period to ensure all the DiskRP partitions have latest mapping. This fix will only be specific to spine mapping and will not fix the current stale cache issue in DiskRP

## Approach 2b:

**[Without AzPubSub] Spine versioning approach**

The intent of this approach is to introduce versioning for spine mappings. For each new T2 migration, the version will keep on increasing. For the intermediate scenarios where all the components are not yet on the latest version of mapping info. If any component receives an allocation call with new T2 spine value with new mappingVersion, if it does not have latest mapping info, it will force refresh its mapping info.

Details:

1. Once CRP gets the new mapping from both DiskRP and Fabric, It will start honoring the new T2 spine values immediately. As part of future allocation calls, CRP will also send mappingVersion which will be used by other components in order to check whether they have the latest mapping info by comparing the input mappingVersion with their current mappingVersion.
   * 1. If the input mappingVersion is less than current mappingVersion, keep honouring the old T2 spine value.
     2. If the input mappingVersion is greater than current mappingVersion, it means that component does not have latest mapping info and it will force refresh the mapping info. Since, CRP got the new spine mapping info from both Fabric as well as DiskRP, force refresh should result in latest mapping info.
     3. If the current mappingVersion is Null (i.e, the scenario for the first ever T2 migration, in this scenario the current mappingVersion will be null and input mappingVersion will be v1), the component will force refresh the mapping info.
2. For edge case scenarios where any component was not able to update its spine mapping info even after force refresh (most likely some issue with the component), customer facing allocation failures can occur and manual intervention may be required. There needs to be monitoring mechanism in place which can flag such components so that they can be addressed.

Until all the components are aware of new mapping, following scenarios can occur from CRP POV:

|  |  |  |
| --- | --- | --- |
| **SpineMapping in CRP** | **Cache from other components (namely, storagecapabilities from DiskRP and computeStampInfo from Fabric)**  **These cache are required for colocation, allocation algorithms in CRP for choosing the best spine|cluster** | **Behaviour <any issues highlighted>** |
| Updated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| Updated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | In case the DiskRP partition which does not have the new mapping info gets an allocation call with new T2 spine, DiskRP will force refresh the mapping and get the new mapping |
| Updated | Both Fabric and DiskRP cache are not yet refreshed | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |

Pros

* Spine versioning approach is more definitive in nature than timestamp based approach, also there will be no convoluted reconciliation logic required to map new spines back into old spines.

Cons

* NGS will need to maintain the mapping version at its end and other components will require to pass the mappingVersion as part of allocation calls resulting in possible TDPR for allocation.
* No guarantee that force refresh cache will succeed.

Approach 2c:

NGS provides the spine mapping sometime (1 day/rollout) prior to start returning new T2 spine related info. Since all the components get spine mapping in advance, they get time to sync new mapping in their respective cache (all the DiskRP partitions, SRP, Fabric, CRP, NSM). As a result, there will never be any scenario where any component starts getting new T2 spineId as part of allocation calls before it actually has new mapping info.

|  |  |  |
| --- | --- | --- |
| **SpineMapping in CRP** | **Cache from other components (namely, storagecapabilities from DiskRP and computeStampInfo from Fabric)**  **These cache are required for colocation, allocation algorithms in CRP for choosing the best spine|cluster** | **Behaviour <any issues highlighted>** |
| Updated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| Updated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | Not possible as we are ensuring that all the components have new mapping before |
| Updated | Both Fabric and DiskRP cache are not yet refreshed | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |

Pros

* No reconciliation logic required at components end in order to support scenarios where a component may end up sending new T2 spineId as part of allocation call to the component which does not have latest mapping.
* With the monitoring mechanism in place, we can preemptively check for issues where a particular component does not get latest mapping even after cache refresh.

Cons

* T2 migration workflow will be a phased approach for NGS [Phase1: Update the mapping info | Phase2: Start sending the new T2 spineId]
* The force referesh of DiskRP cache is still required as storage capabilities are still outdated

Approach 2d: **[Accepted Approach]**

**[Without AzPubSub] Force Refresh Cache in DiskRP with a configurable failover at CRP end**

[Open Question] [DiskRP] –

Can you please provide details regarding the DiskRP behaviour for the current stale cache scenarios.

For e.g.,

Currently, if a new T2 spine is added in the infrastructure, SRP makes a config change and roll out the config change

Then, DiskRP will refresh its cache as per its polling interval and update its cache with new T2 info

Since, each DiskRP partition will refresh its cache during its own polling interval, that means there may occur scenario where all the diskRP partitions are not aware of new T2 spine info.

CRP refreshes its storagecapabilites cache from a random DiskRP partition which has new T2 spine info.

During this race condition, if CRP ends up making allocateDisk call with new T2 spine to DiskRP which is not yet aware of new T2 spine.

[As mentioned by Animesh] – Currently, DiskRP will fail the allocateDisks call. DiskRP can have force refresh cache mechanism to cater these issues.

One more such scenario:

SRP team updated the FD count for a particular T2 spine (changes the supported FD count from 2 to 3).

During the same race condition, CRP may end up calling allocateDisk call with this updated FD count T2 spine on a DiskRP partition which doesn't yet know about the updated FD count info.

Since, for T2 migration as well, we are facing the similar stale cache issue.

It would be great if we can check the existing behaviour of DiskRP for the above mentioned scenarios and how do we currently address them.

[DiskRP] – DiskRP will have a force refresh mechanism in place to figure out the current cache is outdated and hence, force refresh the cache.

Since, the stale cache in a partition is a generic problem, instead of having a T2 migration specific logic, intent is to have a generic logic to handle these cases.

Details:

* 1. Once CRP gets the new mapping from both DiskRP and Fabric, it will also get the updated metadata from both components (namely, DataCenterUtilization from Fabric and Storage Capabilites from DiskRP).
  2. As CRP now has new T2 spine related metadata, CRP may end up choosing the new T2 spine as the spine to collocate resources to.
  3. If a DiskRP partition receives an allocate disks request with the new spineId but it has not yet refreshed its cache, it will force refresh its cache and will honour the allocate Disks request.
  4. For certain scenarios where CRP may end up sending old T2 spine as part of allocate calls even if both the components have latest mapping, they will continue to honour the old T2 spines as well.
  5. For existing tenants, as per the discussion, we are going ahead with not updating the metadata at all. Since, the mapping will have to exist indefinitely, the existing tenants will continue to be honoured.
  6. Fabric will keep honouring the mapping in case of scenarios like SH, Update tenant, new deployment.
  7. For scenarios, where the force refresh of DiskRP returned in stale cache, CRP will have a configurable failsafe setting exposed via dynamic config which can be used to ensure that CRP does not send new T2 spine as part of allocate calls.
  8. CRP would treat the change in the T2 ID as T2 Migration / T2 change scenario and perform the following:

a. Update the NetworkSpineId of the disks allocated on the older T2 spine to the newer T2 spine

b. Update the T2 spine of all the containers within that tenant from older T2 spine to the newer T2 spine.

Until all the components are aware of new mapping, following scenarios can occur from CRP POV:

|  |  |  |
| --- | --- | --- |
| **SpineMapping in CRP** | **Cache from other components (namely, storagecapabilities from DiskRP and computeStampInfo from Fabric)**  **These cache are required for colocation, allocation algorithms in CRP for choosing the best spine|cluster** | **Behaviour <any issues highlighted>** |
| Updated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| Updated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | Since, DiskRP has force refresh cache mechanism. This scenario will be addressed. |
| Updated | Both Fabric and DiskRP cache are not yet refreshed | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |
| NotUpdated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | Since CRP is expecting to get mapping from either DiskRP or Fabric. This scenario is not possible with this approach. |

For the first T2 migration activity, in order to ensure that there are no code/scenario related issues, CRP will do a slice by slice rollout for T2 migration using the configurable setting.

Cons

* Since, SRP is also partition based. There may be scenarios where force refresh of DiskRP cache can still result in stale cache.

# Approach 3:

**With AzPubSub:**

Instead of relying on immediate low level components for mapping propagation, NGS will publish the new mapping info on AzPubSub and the other components can subscribe to AzPubSub for getting new mapping info. The only exception to this approach will be Fabric which will continue to follow previous mentioned model. As discussed with Mandar [@Anurag Soni](mailto:Anurag.Soni@microsoft.com) , there is no immediate plan to switch on AzPubSub.

Please refer below for clarity:
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* 1. NGS makes the infra changes and persists the spine mapping info at its end indefinitely
  2. NSM polls the spine mapping info from NGS
  3. Fabric polls the spine mapping info from NSM
  4. NGS publishes the spine mapping on AzPubSub
  5. CRP, DiskRP, SRP subscribes to the AzPubSub for getting the mapping

## Approach 3a:

**[With AzPubSub] Timestamp based approach**

* 1. Once CRP gets the new mapping , it will get the waiting period value from the config. (this value will be configurable through dynamic config). The intent behind this waiting period is to give time to all the stakeholders to update their respective spine mapping info. These include all the fabric clusters, DiskRP|SRP|CRP all partitions.
  2. Until the waiting period is over, all the allocation calls by CRP will have old T2 spine values. If any updated component gets old T2 spine value, it should continue to honour it.
  3. After the waiting period is over, CRP will start sending new T2 spine value as part of allocation calls.
  4. For edge case scenarios where any component was not able to update its spine mapping info until the waiting period expires (most likely some issue with the component), customer facing allocation failures can occur and manual intervention may be required. There needs to be monitoring mechanism in place which can flag such components so that they can be addressed.

Until all the components are aware of new mapping, following scenarios can occur from CRP POV:

|  |  |  |
| --- | --- | --- |
| **SpineMapping in CRP** | **Cache from other components (namely, storagecapabilities from DiskRP and computeStampInfo from Fabric)**  **These cache are required for colocation, allocation algorithms in CRP for choosing the best spine|cluster** | **Behaviour <any issues highlighted>** |
| Updated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| Updated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | [Issue]  There can be scenarios where CRP gets new mapping info from random partition in DiskRP but not all the partitions in DiskRP aware of the new spine mapping. As a result, even if cache from other components has new spine values , there may still occur scenarios where CRP may end up making allocation call with new spine value on a DiskRP partition which does not know about new mapping resulting in allocation failure for customer.    Fix:  In order to avoid these scenarios, CRP will let the allocation algorithm run as is (without any mapping involvement) and if the final selected spine is the new T2 spine value, CRP will find the old T2 spine value from mapping and make subsequent allocate calls with the old spine value.  In case, there are multiple old T2 spine aliases for a given spine, CRP will choose the alias which supports premium storage. |
| Updated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| NotUpdated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | [Issue]  There can be scenarios where CRP gets new mapping info from random partition in DiskRP but not all the partitions in DiskRP aware of the new spine mapping. As a result, even if cache from other components has new spine values , there may still occur scenarios where CRP may end up making allocation call with new spine value on a DiskRP partition which does not know about new mapping resulting in allocation failure for customer.    Since CRP does not yet have the new mapping, there is no suitable fix for this. |

Pros

* With AzPubSub, all the components (except fabric) will get the mapping info directly from the source of truth i.e., NGS
* Since T2 migration will be a rare infra change scenario, having the TimeStamp approach avoids maintaining/honoring mapping versioning across all the components.

Cons

* Currently, not all the components are integrated with AzPubSub and as mentioned above Fabric is not planning to integrate AzPubSub for its communication with NSM/NGS in near future. For the other components as well, given the timeline (next T2 migration for JapanEast is planned in July), as mentioned by Steve, it is highly unlikely that these timelines will shift further. Also, considering that the “Without AzPubSub” approach will require no extra API than “With AzPubSub” approach, it seems more feasible to go with “Without AzPubSub” approach.

## 

## Approach 3b:

**[With AzPubSub] Spine versioning approach**

1. Once CRP gets the new mapping from both DiskRP and Fabric, It will start honoring the new T2 spine values immediately. As part of future allocation calls, CRP will also send mappingVersion which will be used by other components in order to check whether they have the latest mapping info by comparing the input mappingVersion with their current mappingVersion.
   * 1. If the input mappingVersion is less than current mappingVersion, keep honouring the old T2 spine value.
     2. If the input mappingVersion is greater than current mappingVersion, it means that component does not have latest mapping info and it will force refresh the mapping info. Since, CRP got the new spine mapping info from both Fabric as well as DiskRP, force refresh should result in latest mapping info.
     3. If the current mappingVersion is Null (i.e, the scenario for the first ever T2 migration, in this scenario the current mappingVersion will be null and input mappingVersion will be v1), the component will force refresh the mapping info.
2. For edge case scenarios where any component was not able to update its spine mapping info even after force refresh (most likely some issue with the component), customer facing allocation failures can occur and manual intervention may be required. There needs to be monitoring mechanism in place which can flag such components so that they can be addressed.

Until all the components are aware of new mapping, following scenarios can occur from CRP POV:

|  |  |  |
| --- | --- | --- |
| **SpineMapping in CRP** | **Cache from other components (namely, storagecapabilities from DiskRP and computeStampInfo from Fabric)**  **These cache are required for colocation, allocation algorithms in CRP for choosing the best spine|cluster** | **Behaviour <any issues highlighted>** |
| Updated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| Updated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | In case the DiskRP partition which does not have the new mapping info gets an allocation call with new T2 spine, DiskRP will force refresh the mapping and get the new mapping |
| Updated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Both Fabric and DiskRP cache are not yet refreshed | CRP will continue to send old T2 spine values which will be honored by other components |
| NotUpdated | Cache is in partial state i.e.,  Either Fabric cache is updated but DiskRP cache is not Updated and Vice Versa  Or all the fabric cluster level stampInfos are not updated with latest T2 spine value | From CRP POV, there will be 3 separate T2 spines values  Two older values and one new value. As a result, the available capacity alongwith other params can be divided into these three values.  This may result in selection of less optimal spine for sometime until waiting period is over.    One way to avoid this scenario could be to have reconciliation logic at CRP end to map the new spine values to old spine values during algorithm responsible for choosing the best spine but since this is not a customer facing issue and will be transient in nature. The current proposal is not to introduce any reconciliation at CRP end. |
| NotUpdated | Cache at CRP end is refreshed but  All the partitions of DiskRP are not updated with new spine mapping info | In case the DiskRP partition which does not have the new mapping info gets an allocation call with new T2 spine, DiskRP will force refresh the mapping and get the new mapping |

Pros

* With AzPubSub, all the components (except fabric) will get the mapping info directly from the source of truth i.e., NGS

Cons

* NGS will need to maintain the mapping version at its end and other components will require to pass the mappingVersion as part of allocation calls.
* Currently, not all the components are integrated with AzPubSub and as mentioned above Fabric is not planning to integrate AzPubSub for its communication with NSM/NGS in near future. For the other components as well, given the timeline (next T2 migration for JapanEast is planned in July), as mentioned by Steve, it is highly unlikely that these timelines will shift further. Also, considering that the “Without AzPubSub” approach will require no extra API than “With AzPubSub” approach, it seems more feasible to go with “Without AzPubSub” approach

Approach 3c:

Same as Approach 2c with AzPubSub as delivery mechanism

# Possible changes required across components

## NGS

**TO BE FILLED BY NGS Team**

## NSM

**TO BE FILLED BY NSM Team**

## Fabric

* *Retrieve and maintain “old vs. new” T2 IDs for each Node*

1. NGS / NSM keeps the data of change in the T2 IDs (old vs. new) and exposes a new API “Changed T2”, which will be used by Fabric to poll these changes periodically and maintain old vs. new T2 values in its state.

**Pros**: Explicit API which ensures a stricter contract on when it is T2 migration scenario

**Cons**: (1) Doesn’t take care of “invalid” to “correct” T2 value change scenario. (2) A new API requirement on NSM/NGS

1. Fabric infers the change in “T2 IDs” based on the value already present in its state and the new value retrieved from NSM and maintains old vs. new values in its state.

**Pros**: (1) Takes care of all scenarios of T2 ID values changing (T2 migration as well as “invalid” to “correct” T2 ID value change) (2) No extra API requirements from NSM/NGS.

**Cons**: In case of any bugs due to which T2 IDs change, then also we will treat those scenarios as T2 Migration scenarios.

* *Return “old as well as new” T2 IDs for each container as part of ContainerNetwork packet and a new way for CRP to identify on the scenario when these T2 IDs change (decom vs. t2 migration)*

*[@Anurag Soni](mailto:Anurag.Soni@microsoft.com) - Can you please check and update if any more changes are required in fabric?*

* *Update ServiceHealing workflow to ensure that for this scenario, the T2 constraint is not relaxed.*
* *Allow update of the T2 IDs in the SVD for a running container from old T2 to new T2.*

[@An](mailto:vikramd@microsoft.com)urag – Can you pls. check and update if more changes would be required in Fabric?

## CRP

* *Retrieve the ContainerNetwork packet and infer T2 change scenario and update the T2 ID for these containers as well as their disks to the newer T2 ID during the update on those containers.*
* *During update on any VM within a PPG, we would update the PPG’s pinned T2 spine to the newer T2 spine*

## DiskRP

* *Allow changes in NetworkSpineId of disks in this scenario i.e., allow the change in network spine id (from old t2 spine to new t2 spine) for a disk attached to a running VM*
* *Change the NetworkSpineId pinning of the storage account on which those disks are allocated to the newer T2 spine id.*

[@Vikram](mailto:vikramd@microsoft.com) / [@Animesh](mailto:Animesh.Podar@microsoft.com) / [@Cosmin](mailto:Cosmin.Corbea@microsoft.com) – Can you pls. check and update if more changes would be required in DiskRP?

## SRP

* *Rollout to include the newer T2 spine id, since SRP has a static configuration for the spine information.*
* *Expose both old as well as new T2 Spine IDs as part of “StorageCapabilities” API*
* *Expose capability to allow updating the pinning of spine id for existing storage accounts.*

[@Chris](mailto:Chris.Ashton@microsoft.com) / [@Anthony](mailto:Anthony.Kunnel@microsoft.com) – Can you pls. check and update if more changes would be required in SRP?

# Open Items

Check with NGS team to confirm old name will never be used again

Keep persisitig the mapping indefinitely

SRP has to keep sending old mapping indefinitely

1. **[NGS/NSM]** - When does NGS / NSM start returning the newer T2 ID – during what phase of the migration? - Do they return the T2 ID mapping first and then start returning the new T2 as per part of other metadata. Or Do they start returning the new T2 mapping and new T2 as part of other metadata at the same time?
2. **[NGS]** - Since we are considering AzPubSub as delivery mechanism in few approaches, does NGS has currently workflow in place to be able to broadcast the new spine mapping via AzPubSub?
3. **[NGS/NSM]** - Does NGS / NSM return both old as well as new T2 IDs during any phase of the migration as part of the API that Fabric calls?
4. **[Fabric/NSM/NGS]** – Close on the approach of whether a new API to return the old <-> new T2 ID map is required.
5. **[Fabric/NSM/NGS]** – Close on whether there is a need to keep a list of old T2 IDs.
6. **[SRP/NSM/NGS]** - SRP would rely on the current way of having a static config and during / post migration will require a rollout to add the new T2 ID in their configs. Is this behaviour acceptable?

**Possible issues with continuing with static config approach:**

* + If there are scenarios where Fabric has been updated to report the newer T2 spine id – where as Storage has not been updated yet, then there can be issues with CRP not choosing this T2 spine id for any allocations. This can lead to skewness in the capacity
  + NSM/NGS have mentioned that these T2 spine ids can change due to bugs as well – and in those cases, depending on this being static data may not help, since it may require a hotfix rollout on SRP side to fix and mitigate the issue.

1. **[Fabric/CRP]** - Fabric exposes a new packet to CRP which contains the old <-> new T2 ID map. Is this required?
2. **[DiskRP/CRP]** – DiskRP needs to allow change in NetworkSpineId of the disks attached to a running VM.
3. **[SRP/DiskRP]** – Storage supports changing the spine of a storage account, and thus if during this call if DiskRP updates the spine information of the storage account from older to newer T2 spine – what happens to the disks allocated on that storage account which belong to a different VM (which from CRP and DiskRP’s POV still are allocated to the older T2 spine id)?

Various scenarios between CRP/DiskRP:

* CRP has new mapping (from fabric) but DiskRP is still returning old spines as part of GetStorageCapabilities because it does not have mapping info yet.

CRP will continue sending old t2 spine as part of allocatedisks API

* CRP does NOT have new mapping (from fabric) but DiskRP starts returning new spines as part of GetStorageCapabilities

CRP will continue sending old t2 spine as part of allocatedisks API and DiskRP will keep honoring the old t2 spine provided by CRP

* CRP does NOT have new mapping (from fabric) but DiskRP starts returning new spines for partial storage skus as part of GetStorageCapabilities as well as new mapping.

CRP will continue sending old t2 spines as part of allocatedisks API and DiskRP will keep honoring the old t2 spine provided by CRP

* CRP has new mapping (from fabric as well as DiskRP) but DiskRP starts returning new spines for few of the skus and old spines for rest of the skus.

CRP will continue sending old t2 spines as part of allocatedisks API and DiskRP will keep honoring the old t2 spines provided by CRP

* CRP has new mapping (from fabric as well as DiskRP) and DiskRP starts returning new spines for all the skus as part of GetStorageCapabilites

CRP will start sending new t2 spines as part of allocatedisks API

* How to validate these changes?

TBD

Various scenarios between CRP/Fabric:

1. Fabric to go through the IMOS rehydration workflow for T2 migration
2. To ensure that mapping always comes before any calls. Explore the feasibility of NSM providing mapping information in advance
3. There are two workflows through which Fabric can provide the mapping info to CRP
   1. As part of DataCenterUtilization API
   2. As part of GetClusterInformation API

Currently, the frequency of cache refresh of GetClusterInformation from Fabric in CRP is 6 hours. As a result, for six hours CRP for new tenants in ppg will fail as CRP will not be having the mapping.

CRP to check if we can increase the frequency of cache refresh to 10 minutes as well make sure GetClusterInformation cache refresh before DataCenterUtilization calls.

Fabric to verify the TDP impact for this as the number of GetClusterInformation calls will increase.

Fabric to check the feasibility for providing spine mapping as part of DataCenterUtilization call.

1. For new tenant scenario, there can be cases where CRP can send old T2 spine as part of new tenant workflow as well. Fabric to honor old T2 spine for new tenant workflows as well. (Refer point 6&7)
2. For existing tenant scenario, CRP will be opportunistic and will update SVD with new T2 spine during the first update tenant after mapping info reaches CRP.
3. For scenarios where not all the related fabric clusters have the new T2 spine or all the related fabric clusters have new T2 spine but not all the storage clusters have the new T2 spine, proposal is to keep using old T2 spine until all the related fabric clusters have new T2 spine and only start using the new T2 spine when all the related fabric as well storage clusters have new T2 spine. If we continue to use the values as is i.e., the clusters which have new T2 spine and the clusters which have old T2 spine as is then there will occur allocation failures which may further result in sev3/sev2
4. For scenario where UtilizationInfo as part of computestampcache  at CRP side is still not updated to reflect new T2 spine (As cache is refreshed every 10 minutes, there may be a race condition where till cache gets refreshed, all the new tenant/existing tenant calls to fabric will contains old T2 spine). For this as well, Fabric needs to honour old T2 spine for both new tenant as well existing tenant scenarios.

* When partial set of compute clusters report on the new T2

(Refer point 6)

* Partial set of storage clusters report on the new T2

(Refer point 6)

* When CRP sends in a score/allocation request using the old T2

Fabric will continue to honor old T2 spine for these as there are few scenarios where this may occur.

(Refer point 6)

* When CRP sends down the score/allocation request using new T2

Once utilization info in CRP is refreshed, these requests will be for new T2

* When service healing happens and the cluster has moved to the new t2

FSH should honor old T2 spine

* When all of the above scenarios happen with AzSM in between fabric and CRP

Fabric to go through AzSM workflow for T2 migration.

* How do we validate these changes? What environment?

TBD

CRP-Fabric Contract

As part of **GetExtendedDatacenterUtilization** API:

Currently it returns ExtendedUtilizationInfo

public class ExtendedUtilizationInfo

{

public UtilizationInfo ClusterUtilizationInfo

public Dictionary<string, UtilizationInfo> T1UtilizationInfo

public Dictionary<string, UtilizationInfo> T2UtilizationInfo

}

Proposed changes:

As part of T2UtilizationInfo, fabric will start returning the list of aliases for that spine.

CRP will parse the aliases for all the spines and create dictionary at its end for further use.

public class UtilizationInfo

{

public IEnumerable<String> ~~T2NetworkSpineAliases~~ Aliases

{

get;

set;

}

}

As part of **PacketType.ContainerNetwork** returned among other packets from **GetTenantInformation** API:

Currently the packet returns:

public class ContainerNetworkPacket : Packet

{

public override PacketType PacketType => PacketType.ContainerNetwork;

public IPAddress CustomerIPAddress

{

get;

set;

}

public ICollection<NetworkInterfaceInfo> SecondaryInterfaces

{

get;

set;

}

public string T1NetworkSpineId

{

get;

set;

}

public string T2NetworkSpineId

{

get;

set;

}

public string RequestedT1NetworkSpine

{

get;

set;

}

public string RequestedT2NetworkSpine

{

get;

set;

}

public override string ToString()

{

return $"{base.ToString()}, CustomerIPAddress='{CustomerIPAddress}', SecondaryInterfaces='{SecondaryInterfaces}', T1NetworkSpineId='{T1NetworkSpineId}', T2NetworkSpineId='{T2NetworkSpineId}', RequestedT1NetworkSpine='{RequestedT1NetworkSpine}', RequestedT2NetworkSpine='{RequestedT2NetworkSpine}'";

}

}

Proposed changes:

Approach 1:

public class ContainerNetworkPacket : Packet

{

public override PacketType PacketType => PacketType.ContainerNetwork;

public IPAddress CustomerIPAddress

{

get;

set;

}

public ICollection<NetworkInterfaceInfo> SecondaryInterfaces

{

get;

set;

}

public string T1NetworkSpineId

{

get;

set;

}

public string T2NetworkSpineId

{

get;

set;

}

public string RequestedT1NetworkSpine

{

get;

set;

}

public string RequestedT2NetworkSpine

{

get;

set;

}

public List<String> T2NetworkSpineAliases

{

get;

set;

}

public override string ToString()

{

return $"{base.ToString()}, CustomerIPAddress='{CustomerIPAddress}', SecondaryInterfaces='{SecondaryInterfaces}', T1NetworkSpineId='{T1NetworkSpineId}', T2NetworkSpineId='{T2NetworkSpineId}', RequestedT1NetworkSpine='{RequestedT1NetworkSpine}', RequestedT2NetworkSpine='{RequestedT2NetworkSpine}'";

}

}

Approach 2:

public class ContainerNetworkPacket : Packet

{

public override PacketType PacketType => PacketType.ContainerNetwork;

public IPAddress CustomerIPAddress

{

get;

set;

}

public ICollection<NetworkInterfaceInfo> SecondaryInterfaces

{

get;

set;

}

public string T1NetworkSpineId

{

get;

set;

}

public string T2NetworkSpineId

{

get;

set;

}

public string RequestedT1NetworkSpine

{

get;

set;

}

public string RequestedT2NetworkSpine

{

get;

set;

}

public bool IsT2MigrationScenario

{

get;

set;

}

public override string ToString()

{

return $"{base.ToString()}, CustomerIPAddress='{CustomerIPAddress}', SecondaryInterfaces='{SecondaryInterfaces}', T1NetworkSpineId='{T1NetworkSpineId}', T2NetworkSpineId='{T2NetworkSpineId}', RequestedT1NetworkSpine='{RequestedT1NetworkSpine}', RequestedT2NetworkSpine='{RequestedT2NetworkSpine}'";

}

}

Approach 3:

public class ContainerNetworkPacket : Packet

{

public override PacketType PacketType => PacketType.ContainerNetwork;

public IPAddress CustomerIPAddress

{

get;

set;

}

public ICollection<NetworkInterfaceInfo> SecondaryInterfaces

{

get;

set;

}

public string T1NetworkSpineId

{

get;

set;

}

public string T2NetworkSpineId

{

get;

set;

}

public string RequestedT1NetworkSpine

{

get;

set;

}

public string RequestedT2NetworkSpine

{

get;

set;

}

public *NetworkSpineMismatchType* T2MismatchReason

{

get;

set;

}

public *NetworkSpineMismatchType* T1MismatchReason

{

get;

set;

}

public override string ToString()

{

return $"{base.ToString()}, CustomerIPAddress='{CustomerIPAddress}', SecondaryInterfaces='{SecondaryInterfaces}', T1NetworkSpineId='{T1NetworkSpineId}', T2NetworkSpineId='{T2NetworkSpineId}', RequestedT1NetworkSpine='{RequestedT1NetworkSpine}', RequestedT2NetworkSpine='{RequestedT2NetworkSpine}'";

}

}

Enum of the Mismatch reason:

*public enum NetworkSpineMismatchType*

*{*

*NoMismatch,*

*Decommisioning,*

*NetworkSpineMigration*

*};*

CRP-DiskRP Contract

Current StorageCapabilities data structure returned by GetStorageCapabilities API of DiskRP:

public class StorageCapabilities

{

public StorageAvailabilitySetSpecifications availabilitySetSpecifications;

/// <summary>

/// The name of the variable is misleading (as zone and availability set do not go together) but

/// changing the name would require a co-ordinated change with DiskRP.

/// </summary>

public StorageAvailabilityZoneSpecifications zoneAndAvailabilitySetSpecifications;

}

The network spine id is specified inside StorageSpine

/// <summary>

/// Specifications for StorageSKUs supported in the given region

/// </summary>

public class StorageAvailabilityZoneSpecifications

{

/// <summary>

/// Specifications for every sku available in the region.

/// </summary>

public List<StorageSku> skus;

}

public class StorageSku

{

/// <summary>

/// Storage account type of the SKU

/// </summary>

public StorageAccountType accountType;

/// <summary>

/// Network spines of the SKU

/// </summary>

public List<StorageSpine> spines { get; set; }

}

public class StorageSpine

{

/// <summary>

/// E.g. "spine\_id\_0".

/// </summary>

public string name { get; set; }

/// <summary>

/// These are physical zones.

/// Note:

/// A network spine can contain multiple physical zones.

/// A physical zone can be in multiple spines.

/// </summary>

public List<StoragePhysicalZone> zones { get; set; }

/// <summary>

/// Fault domain count for this spine.

/// </summary>

public int faultDomainCount { get; set; }

/// <summary>

/// This is health indication of a spine.

/// </summary>

public int score { get; set; }

/// <summary>

/// This will contain a list of scores for each fault domain configuration.This allows Storage to reduce the score for certain configurations within a spine while permitting others.

/// For instance, Storage may set score=0 for faultDomainCount=3 which will cause CRP to filter this spine out for avset allocations with FD=3. However, with non-zero scores

/// for faultDomainCount=2 & faultDomainCount=1, we continue to recommend allocations for availability sets with FDs < 3.

/// </summary>

public List<AvailabilitySetScore> availabilitySetScores { get; set; }

}

Following are the approaches in which the existing data structures can be modified to return the T2 network spine id mappings. Waiting for contract between DiskRP-SRP to know how SRP will provide these mappings, based on that will decide what would be the best approach to provide them to CRP.

### Approach 1

Provide the dictionary of new T2 spine names and their all the aliases (old). It should be nullable.

public class StorageCapabilities

{

public StorageAvailabilitySetSpecifications availabilitySetSpecifications;

/// <summary>

/// The name of the variable is misleading (as zone and availability set do not go together) but

/// changing the name would require a co-ordinated change with DiskRP.

/// </summary>

public StorageAvailabilityZoneSpecifications zoneAndAvailabilitySetSpecifications;

/// <summary>

/// This is wrt T2 migration. This dictionary contains current T2 spines in the region as keys and all the old names for that T2 spine in all the T2 migrations.

/// </summary>

public Dictionary<string, HashSet<string>> t2NetworkSpineAliases;

}

### Approach 2

Provide aliases in the StorageSpine class. Here the info could be redundant. Ensure the set is nullable.

public class StorageSpine

{

/// <summary>

/// E.g. "spine\_id\_0".

/// </summary>

public string name { get; set; }

/// <summary>

/// These are physical zones.

/// Note:

/// A network spine can contain multiple physical zones.

/// A physical zone can be in multiple spines.

/// </summary>

public List<StoragePhysicalZone> zones { get; set; }

/// <summary>

/// Fault domain count for this spine.

/// </summary>

public int faultDomainCount { get; set; }

/// <summary>

/// This is health indication of a spine.

/// </summary>

public int score { get; set; }

/// <summary>

/// This will contain a list of scores for each fault domain configuration.This allows Storage to reduce the score for certain configurations within a spine while permitting others.

/// For instance, Storage may set score=0 for faultDomainCount=3 which will cause CRP to filter this spine out for avset allocations with FD=3. However, with non-zero scores

/// for faultDomainCount=2 & faultDomainCount=1, we continue to recommend allocations for availability sets with FDs < 3.

/// </summary>

public List<AvailabilitySetScore> availabilitySetScores { get; set; }

/// <summary>

/// This is wrt T2 migration. This list contains all the old names for this T2 spine in all the T2 migrations.

/// </summary>

public HashSet<string> aliases { get; set; }

}