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| **一、实验目的和内容**  **本次试验很简单，利用libsvm工具，通过训练集中的数据训练一个模型，并且在测试集上验证准确度。** |
| **二、实验过程**  **①因为这次试验选用libsvm工具，所以要先把老师给的测试集(.data)变成libsvm能读得懂的格式，我用Excel导入train.data中的数据并且利用宏转换成相应格式：**  **然后保存成UTF-8编码的文本文件待用，且对提供的测试数据集文件也做相同操作。**  **图中每组数据冒号的前后分别代表特征的编号及数值，开头的那一列表示这个点属于第几个分类。**  **②因为是实验，所以不用easy.py全自动操作。**  **SVM涉及距离计算，所以接下来应该先调整特征值的范围，进行缩放，以免有一项数据太大，在算距离的时候主导了结果。但是我看了一下数据已经在-1~1区间了，那就跳过**  **③接下来分类，要分得好，参数就要给的好。应该用grid.py蛮力求解c和g，但是因为一些问题没有做成。我直接用默认性能较好的RBF核，默认的三折交叉验证训练模型，并用测试集测试模型：**  **没有用grid.py暴力求解参数c和g是因为这个问题尝试解决好久一直没能被解决**  **理论上要用这个方式求得最优的c和g去训练模型，分类效果会更优。**  **并且分类结果在svm-toy中应该会有直观的显示，但是…我没找出办法来运行它，但是结果返回的准确率看起来还不错：** |
| **三、实验结果** |
| **四、实验总结**  **这次试验了解了libsvm的用法，并通过实践对SVM有了更直观的了解** |