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| **一、选题依据** |
| **1.1 研究背景、目的和意义**  推荐系统[1]是一种信息过滤系统，旨在预测用户对物品的“评分”或“偏好”。在电子商务[2, 3]、新闻[4, 5]和医疗保健[6, 7]等多个现实世界的商业领域中，推荐系统都发挥着至关重要的作用。为了实现这些推荐，机器学习模型经常被采用来生成预测。然而，训练这些模型需要大量的数据，包括用户的敏感信息，如个人信息、行为、社会关系，以及上下文数据，如当前位置/时间/活动。为了达到高准确率，多数的推荐系统将数据存储在中央服务器上。这种集中式的存储方法可能导致严重的隐私风险，如数据被盗、丢失和未经授权的使用。此外，由于各种监管限制，以及隐私数据由多个不同参与方拥有，开发跨多方数据集的推荐系统变得越来越具有挑战性。  联邦学习(Federated Learning, FL)[8]是谷歌公司提出的一种分布式学习方法，它为推荐系统提供了一种在保护隐私的前提下进行模型训练的解决方案。 该方法的核心思想在于，不同的数据拥有方(通常被称为客户端)可以通过共享模型参数和梯度来协作训练机器学习模型，而无需共享原始数据。目前，联邦学习的研究主要集中在有监督学习领域，以解决具有完全标注数据的问题。然而，在现实世界中，由于受到领域专业知识限制、资源的有限性或缺乏适当的标注工具等因素的影响，很难获取到完全标注的数据。  联邦半监督学习(Federated Semi-Supervised Learning, FSSL)[9]旨在解决标注数据有限的联邦学习问题，特别是在只涉及正样本(Positive)和未标记样本(Unlabeled)的情况下，也称为PU问题[10]。目前，关于联邦半监督学习的研究主要集中在横向联邦学习(Horizontal Federated Learning, HFL)[11]，在这种情况下，各方共享相同的特征空间，但样本ID空间不同。然而，在纵向联邦学习(Vertical Federated Learning, VFL)[11]，即各方共享相同的样本ID空间，但特征空间不同的情况下，应用半监督技术的研究较少。  我们探讨以下VFL场景： 1)存在多个参与方，各方拥有的数据集样本 ID 部分重叠，但特征空间不同；2)需要服务推荐的一方仅拥有少量正样本(Positive)，而其他各方拥有未标记样本(Unlabeled)；3)各方旨在共同训练一个推荐模型，该模型能够从未标记样本中识别可靠的正样本。  值得注意的是，上述第二个场景对应于PU问题，即从正样本(Positive)和未标记样本(Unlabeled)中学习的问题。传统的PU学习方法[10, 12-14]旨在有效利用未标记样本来解决PU问题。然而，当一方只拥有正样本，而无法获得其他方持有的未标记样本时，这又是一个新的挑战。我们将其称为未标记样本不足(Unlabeled-Data-Deficient)的PU学习问题(UDD-PU)，传统的 PU 学习方法无法解决这个问题。  UDD-PU问题是纵向联邦学习背景下的一个新挑战，通过解决UDD-PU问题，为电子商务、新闻推荐、医疗保健等领域的推荐系统提供一种新的解决方案，有助于提高推荐的准确性和用户满意度，同时保护用户的隐私和数据安全。  **1.2 国内外研究现状**  1)联邦学习：联邦学习(FL)最初由 McMahan 等人[8]提出，旨在促进协作式模型学习，而无需从个体收集数据。在具体实践上，此方法主要是在具有一致模型架构的本地数据上进行本地模型的训练，并通过平均所有本地模型来实现全局模型的更新。此外，联邦学习也强调在单个移动终端进行模型训练，以尽量避免数据的传输[15-17]。自从这一方法的提出，研究人员已经针对不同的联邦设置调整了多种机器学习模型，其中包括决策树[18, 19]、线性/逻辑回归[20-22]和神经网络[23, 24]。  Bonawitz 等人[16]引入了一种基于安全多方计算的聚合方法，以提高联邦学习的安全性。此方法可以在多个互不信任的参与方之间聚合隐私值，同时确保不会泄露各自隐私值的任何信息。另外，Geyer 等人[25]还结合了客户级差分隐私的概念，以进一步加强隐私保护，防止有人尝试利用全局模型来重建其他客户的隐私数据。除此之外，同态加密(Homomorphic Encryption, HE)[26] 也是一种保护用户数据隐私的有效方法，它允许在加密状态下进行参数交换[47]。  纵向联邦学习(VFL)的概念首次被Yang等人[11]提出，并针对线性模型[27, 28]和神经网络[29]设计了相关协议，早期的研究还探索了如何在垂直分区数据上实现隐私保护的决策树[30]。此外，Djatmiko等人[31]建议了一种在加密的垂直分区数据上联合运行逻辑回归的方法，该方法使用泰勒展开来近似非线性逻辑损失，但可能会对模型性能产生一定影响。梯度提升决策树(GBDT)[32]是机器学习和数据科学领域广泛使用的集成学习方法。目前，已经产生了基于GBDT的多种VFL算法，例如SecureBoost [33]、SecureBoost+ [34]和SecureGBM [35]。这些算法利用加法同态加密(HE)技术来保护主动方和被动方之间传输的残差和特征直方图。同时，隐私集合求交(Private Set Intersection , PSI)也被广泛用于VFL中的隐私保护实体对齐，以确保各方可以在不泄露任何额外信息的情况下确定共同的ID交集。PSI协议可以通过加密和签名策略、遗忘传输等多种技术来实现[36, 37,48]。  2)半监督学习：半监督学习(Semi-supervised learning, SSL)是一种机器学习方法，它同时利用标记数据和未标记数据进行模型训练。PU学习方法是一种特殊的半监督二值分类方法，适用于仅有正样本和未标记样本的场景。为了克服这种学习场景带来的挑战，研究人员提出了各种算法和技术。其中，Liu等人[10]提出的两步法技术是一种常用的方法，它基于正样本与负样本差异显著的假设，通过识别可靠的负样本和选择性地生成额外的正样本来提高学习效果。另外，有偏PU学习方法是另一类用于PU学习的算法，它将未标记的样本视为带有类标签噪声的负样本。具体来说，Liu和Tao[13]提出了一种方法，将未标记样本视为带有标签噪声的负样本，而Liu等人[10]则将未标记数据视为权重较小的负样本，并在对样本进行加权处理后应用逻辑回归算法。  负样本数据中存在的噪声会增加学习过程的复杂性，因为它可能会导致实际上是正样本的数据被赋予过多权重[46,49,50]。为了应对这个问题，研究人员提出了多种技术，其中包括装袋法(Bagging)和最小平方SVM(LS-SVM)[38]。装袋SVM是一种训练多个有偏差的SVM分类器的方法，每个分类器都针对正样本和样本的子集进行训练。Mordelet和Vert进一步扩展了这种方法，他们在装袋SVM的基础上对正负样本进行了重采样，并通过引入引导策略来提高算法的性能。  3)联邦半监督学习：当前的联邦半监督学习方法多是基于横向联邦学习架构，在联邦半监督研究领域，研究者们已经提出了多种方法来解决标签隔离、数据异质性等问题。根据标签的位置，我们可以将这些方法分为两种情况：标签在客户端和标签在服务器端[39]。  当标签位于客户端时，RSCFed[40,51,52]、FedSSL[41]、FedPU[42]、AdaFedSemi[43,53]和DS-FL[44,55]等方法都各自提出了相应的解决方案。具体而言，RSCFed采用师生模型进行局部训练，并提出了子共识抽样法和距离加权聚合法来处理数据异质性。FedSSL则通过伪标记技术和全局生成模型来解决标签隔离和数据异质性问题，并引入了差分隐私技术以确保隐私数据的安全。FedPU专注于解决PU学习中的标签隔离问题，通过提出新的目标函数，使客户端能够专注于学习正类。AdaFedSemi和DS-FL则通过利用服务器端的无标记数据，采用伪标注和集合伪标签技术，以在效率和模型准确性之间找到平衡点。  另一方面，当标签位于服务器端时，SemiFL[45]和FedMatch[9]提出了解决方案。SemiFL利用标注数据对全局模型进行微调，以提高模型的质量，并减少客户端在无监督训练过程中的遗忘问题。FedMatch则通过引入客户端间一致性损失和分离式学习方法，解决了数据异质性问题，并降低了通信成本。这些方法展示了在联邦半监督学习中处理标签隔离和数据异质性问题的不同策略，为实际应用提供了有益的参考。  **1.3 当前存在的主要问题**  ①如何在特征空间不同且部分数据未标记的情况下进行分类：目前，联邦半监督学习方法多是基于横向联邦学习架构，即特征空间相同，但样本ID空间不同。然而，在真实的应用场景中，不同的参与方可能拥有样本ID空间相同，但特征空间不同的数据。特别地，只有一方拥有带标签的正样本数据，而其它方的数据未标记。这些参与方期望通过协同合作，利用各自的数据集训练出一个高效的推荐模型，从而从未标记的数据中识别出有价值的正样本，现有的方法无法解决。这给我们提出了一个难题，即如何利用联邦半监督学习，在特征空间不同且部分数据未标记的情况下进行分类，来优化用户推荐并克服这一挑战。  ②如何将现有的联邦半监督学习方法扩展至表格类数据：目前，许多半监督学习方法主要集中于图像数据的应用。但在大数据领域，我们面对的数据类型丰富多样，如图像、表格等。因此，如何在半监督学习的框架下应用并优化这些方法成为了一个紧迫的问题。尤其是针对表格类数据，基于图像的方法可能并不适用，这要求我们开发专门针对表格数据的半监督学习方法。  ③联邦学习架构的完善和优化：在研究联邦半监督学习的过程中，联邦学习的具体执行过程和算法细节成为了我们面临的关键难题。例如，如何构建更为高效的数据交换模式以加强各方之间的协同合作，以及如何优化联邦学习的整体架构来提升其性能和效率，都是我们必须解决的重要议题。对这些问题的深入研究将有助于推动联邦半监督学习领域的持续发展，并在实际应用中实现更好的性能表现。 |
| **二、研究目标和主要研究内容** |
| **2.1 研究目标**  本文的研究目标是在纵向联邦学习(VFL)设置下，利用多方数据解决UDD-PU问题，使各方能够在保护数据隐私和安全的同时，协同训练机器学习模型，实现多方联邦半监督推荐。  **2.2 主要研究内容**  **(1)针对PU问题的半监督学习方法研究**  为了有效解决UDD-PU问题，我们首先在未标记样本充足、无需多方协同建模的情况下进行研究。具体来说，我们深入调查了针对PU问题的各种半监督学习方法，并提出了我们自己的解决方案。为确保这些方法在解决PU问题上的效果，我们会对其进行详尽的性能比较和评估。这一阶段的研究将后续处理更为复杂的UDD-PU问题奠定坚实的基础。  **(2)针对UDD-PU问题的多方半监督推荐方法研究**  在研究内容(1)的基础上，我们进一步筛选出了几种在解决PU问题上表现卓越的方法，并对这些方法进行深度分析和理解。接下来，我们将这些方法进行改造，使它们能够适用于纵向联邦学习环境，以便用于解决更为复杂的UDD-PU问题，其中我们提出的方法被称为VFPU(Vertical Federated Learning with Positive and Unlabeled data)。  这一过程包括了对所选方法的理论性质的深入理解，对算法性能的细致评估，以及对算法在不同数据集上的实验验证等多个步骤。我们的目标是，通过对这些方法的改造，使它们能够在多方数据环境中，有效地识别出可靠的正样本，从而提高推荐的准确性。  同时，我们还考虑到数据隐私和安全的问题。因此，我们的改造也包括了数据隐私保护和安全防护的设计。我们希望通过这些设计，使得各方能够在保护自己数据隐私和安全的前提下，共同训练出一个高效的推荐模型。  最后，我们将通过一系列实验，验证VFPU和其它基线方法在解决UDD-PU问题上的效果，包括它们的分类准确率，计算效率。我们期望通过这些实验，能够为解决UDD-PU问题提供有效的方法和实践指导。  **(3)VFPU的改进与优化**  近年来，基于深度学习的半监督学习方法在图像和文本数据领域取得了令人瞩目的成果。然而，在处理表格类数据时，尤其是在多方半监督推荐场景中，这些方法的应用尚不广泛。究其原因，表格类数据与图像和文本数据在结构上存在显著差异，导致许多基于深度学习的半监督学习方法无法直接适用于表格类数据。因此，我们打算对这些基于深度学习的半监督学习模型进行改进，以契合表格类数据的特性，并将这种优秀的特性融合到VFPU中，对VFPU方法进行进一步的完善和优化。  目前，VFPU方法仅适用于二元类分类PU问题，然而，在某些情况下，会产生多正类多负类PU(Multiple-Positive-Multiple-Negative, MPMN-PU)学习问题[42]。因此，扩展VFPU方法以处理MPMN-PU问题将是我们未来另一个重要的改进方向。 |

|  |
| --- |
| **三、拟解决关键问题及其研究方法** |
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|  |
| --- |
| **四、进度安排和预期成果** |
| **4.1 预期成果**  目前已有一篇论文(Multi-party Federated Recommendation Based on Semi-supervised Learning)，被IEEE Transactions on Big Data期刊（SCI 2区）接收  后续针对UDD-PU这个点继续深挖，对VFPU进行改进与优化，争取发表一篇一区的论文。  **4.2 进度安排**   |  |  |  | | --- | --- | --- | | 时间段 | 工作内容 | 预期成果 | | 2023年11月30日——2023年12月30日 | 工作进展阶段一检查 | 对于前期工作开展情况进行汇总，并进行研究现状分析，对前期方案进行修订和扩展，完成成果提交检查。 | | 2024年1月1日——2024年1月15日 | 学位论文初稿 | 完成学位论文理论部分初稿，完成附加实验结果检查。 | | 2024年1月16日——2024年3月10日 | 工作进展阶段二检查 | 对于前期工作开展情况进行汇总，并进行差距分析，对前期方案进行修订和扩展，研究室内部开展研究成果检查，学位论文提纲定稿，指导教师签署通过 | | 2024年3月11日——2024年6月30日 | 学位论文及成果检查 | 完成学位论文初稿，并提交指导教师修改未提交，正式中期检查；成果检查确认正式成果物获得情况；向导师汇报职业方向。 | | 2024年7月1日——2024年11月10日 | 学位论文完稿 | 完成学位论文第一稿，达到送出查重、盲审标准，实验室内部开展查重，指导教师签署通过 |   **4.3 研究条件**  4.3.1软硬件条件  (1) 硬件条件  本研究实验环境为操作系统为Windows 10家庭中文版，处理器AMD Ryzen 7 5800H CPU @ 3.20GHz ，已安装16G内存，显卡为NVIDIA GeForce RTX 3060，系统类型为64位操作系统，基于x64的处理器。这些实验环境为搭建机器学习模型提供了强大的计算能力，能够很好满足其计算能力。同时支撑本研究的实验室有英伟达(NVIDIA)公司出品的GTX1660Ti,GTX1070和RTX2070图形加速卡各一个，以及集合两块英伟达旗舰级图形加速卡GTX1080ti的服务器一台，可以完成多个参与方的搭建，在联邦学习环境下运行实验。  (2) 软件条件  本研究需要采用Python语言进行代码的编写，选择的集成开发环境为Pycharm。搭建机器学习模型与神经网络的开源框架可选择TensorFlow框架与Pytorch框架。对联邦学习环境的搭建可选择FATE框架或FederatedScope框架。  4.3.2文献资料及数据来源  (1) 文献资料来源  学校图书馆和网上数字图书馆收集了顶会SIGMOD、SIGKDD、IJCAI等数据挖掘类与联邦学习类的权威期刊和大量的期刊论文、会议论文、专利、学位论文、电子图书、IEEE/IEL数字资源库、SCI-科学引文索引、ElseierSD资源数据库。可以网上浏览，也可以从远程数据库下载，学校丰富的数字资源完全能够满足我对期刊论文、会议论文、电子图书文献资料的查阅下载的需求，以使得有充足的文献资料支持我们的研究。  (2) 数据集来源  本实验的数据集来自一些数据挖掘与推荐系统相关论文中常用的数据集，常常将数据集按样本横向拆分或是按特征纵向拆分将其使用于联邦学习的研究中。具体数据集如下表所示。   | **数据集** | **样本数(行)** | **数值型特征(列)** | **类别型特征(列)** | | --- | --- | --- | --- | | Bank | 4.1M | 7 | 13 | | Credit | 4M | 10 | 14 | | AutoML-B | 0.82M | 17 | 7 | | Amazon | 32769 | 0 | 10 | | Adult | 48842 | 6 | 9 |   **Bank：**这是一个与葡萄牙银行直接营销活动相关的数据集。营销活动通过电话呼叫进行。它包括四个数据集，我们使用的是"bank-additional-full"数据集，包含41,188个样本和20个输入/特征。数据按日期排序，时间跨度从2008年5月到2010年11月。分类的目标是预测客户是否会订阅(是/否)定期存款，由变量"y"表示。  **Credit：**这个数据集包含40,000个信用卡客户的数据和24个变量，包括人口统计学和支付历史信息。该数据集用于构建预测模型，评估客户在下个月是否会违约贷款的可能性，由一个二进制目标变量表示违约状态。征，54个类别型特征。  **Malware：**原始数据位于https://www.kaggle.com/c/malware-classification。这是由微软提供的恶意软件数据集，根据数据集中软件相应的特征信息，来判断他们是属于什么类型的恶意软件。Malware数据集包含892万个样本，12个数值型特征，69个类别型特征。  **Amazon：**原始数据位于https://www.kaggle.com/competitions/amazon-employee-access-challenge/overview。由亚马逊公司提供的二分类数据集，通过数据集中员工的特征信息，判断员工是否应当被授予操作权限。Amazon数据集包括32769个样本，10个类别型特征。  **Adult：**原始数据位于https://archive.ics.uci.edu/ml/machine-learning-databases/adult/，是一个二分类数据集，目的为判断个人的收入是否大于50000美元。此数据集由Barry Becker从1994年美国人口普查数据库中提取的。Adult数据集包含48842个样本，包含6个数值型特征，8个类别型特征。 |
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