**基于自然语言的语义分析在金融数据分析系统中的应用开题综述**

1. 研究背景及意义

大数据时代的到来，让人们认识到从数以TB甚至PB计的数据中，提取出对于用户有用的信息至关重要。与此同时在金融领域，每天产生的交易信息数据也是非常之庞大的，对这些数据的合理分析利用自然也成为金融业更好发展的辅助。这其中针对不同用户的个性化分析需求颇为重要，海量分析自然会使用计算机，但是人类的自然语言较之机器语言存在“重复性”，“二义性”。如何建立自然语言和分析系统之间的沟通桥梁成为一大难题。

当今社会日益信息化，人们越来越希望用自然语言(即人们日常使用的各种通俗语言)同计算机交流。自然语言理解是计算机科学中的一个引人入胜的、富有挑战性的课题。从计算机科学特别是从人工智能的观点看，自然语言理解的任务是建立一种计算机模型，这种计机模型能够给出象人那样理解、分析并回答自然语言的结果。

自然语言的语义是指信息包含的概念和意义。语义不仅表述事物本质，还表述事物之间的因果、上下位、施事等各种逻辑关系。因此，语义是对事物的描述和逻辑表示。语义分析就是对信息所包含的语义的识别，并建立一种计算模型，使其能够像人那样理解自然语言。语义分析是自然语言理解的根本问题，它在自然语言处理、信息检索、信息过滤、信息分类、语义挖掘等领域有着广泛的应用。在互联网时代，面对海量的信息资源，要想准确地进行信息抽取，检索所需信息、挖掘潜在的信息价值、提供智能的知识服务，都离不开面向机器理解的语义分析。尤其在大数据环境下，语义分析的地位越来越凸显出来。

本课题主要的研究工作是以实习公司的金融股票分析系统为背景，将基于自然语言的语义分析运用到该系统中去。针对上文总结的自然语言较之机器语言存在的“重复性”“二义性”，以及用户难以描述真正需求等难题，为用户和分析系统提供自然语言处理的接口，方便用户迅速表达自己想要的分析需求，为系统提供更加人性化的用户体验，具有很强的现实意义。

1. 国内外研究现状

近年来，国内的金融市场呈现着一片大好局面，在股票领域，越来越多公司的创办使得股票种类越来越多。随之每日交易产生的数据也是呈指数级别的增长。目前市场上有万得和同花顺公司提供这些金融数据的服务，即便如此它们目前也仅仅停留在原数据的展现上，或者对数据进行基本层面上的统计处理。还没有一个专门针对金融数据做分析的软件，当然将自然语言处理应用也是少有在金融领域的应用。

与此同时自从自然语言理解这一学科在20世纪40年代末期诞生以来，自然语言理解在各个独立的领域内取得了巨大的成功，人们逐渐认识到在领域内实现自然语言理解是可行的。20世纪70年代初期，对语言理解对话系统的研究取得进展，伍兹(Woodz)的LUNER系统、威诺甘德(Winogand)的SHRDLU系统和山克(Sehank)的MARGIE系统都是语言理解对话系统的典型实例；20世纪80年代，机器学习研究又十分活跃，并出现了许多具有较高水平的实用化系统。其中比较著名的有美国的METAL和LOGOS，日本的PⅣOT和HICAT，法国的ARIANE以及德国的SUSY等系统，这些系统是自然语言理解研究的重要成果，表明自然语言理解在理论和应用上取得了突破性成果。

纵观这些成功的自然语言理解系统，都是将应用范围确定为某一特定的领域，具有很强的针对性：而且这些系统基本上都采用基于知识的方法建立，在领域内的应用能够达到专家级水平。随着专家系统和知识工程等技术的日益成熟，以及人们对自然语言理解研究的逐渐深入，建立某一领域内的基于知识的自然语言理解系统是能够取得成功的、是可行的。

由此看来，将自然语言的语义分析应用到金融股票这个领域是可行的，但又是非常具有价值的。因此针对用户在金融分析需求上，自然语言与机器语言难以沟通的实际问题，开发一套应用于金融领域的自然语言处理系统，提供用户分析需求对应的自然语言分析功能，具有很强的显示意义和市场前景。

1. 相关技术分析

3.1 分词算法

分词算法是自然语言处理的第一步，我国对分词与词性标注的研究已经有20多年的历史。围绕着基于规则的理性主义方法和基于统计的经验主义方法，提出过许多卓有成效的理论与方法。

经过20余年的发展，分词与词性标注的处理已经达到较高水平。中科院计算技术研究所张华平、刘群研制的ICTCLAS中文词语分析一体化系统是我国目前最先进的分词与词性标注软件之一，在2003年SIGHAN分词测评中，它参加了几乎所有的测试．都取得了较好的成绩，并有多项测试成绩排名第一。该系统采用隐马尔科夫模型．建立切分词图。词语粗分阶段，先得出N个概率最大的切分结果。然后利用角色标注方法识别未登录词。并计算其概率，将未登录词加入到切分词图中，之后视其为普通词处理。最终进行动态规划，优选出N个最大概率切分标注结果。利用N-最短路径方法进行词语粗分．可以较好地解决词语切分问题。同时将未登录词与歧义问题保留到下一个过程。基于角色标注的未登录词识别方法，可以克服候选词语选取的盲目性，并能计算出候选词的概率。基于隐马尔科夫的一体化方法能够将未登录词、歧义消除与普通词的处理统一起来进行，最终得到满意的识别效果。该系统作为开放软件，已经将完备的文档连同源代码上传到中文自然语言处理开放平台上，免费供大家研究与使用。

其实目前用python语言写的比较出名的是结巴分词，

它的特点是：

1. 支持三种分词模式：

a.精确模式，试图将句子最精确地切开，适合文本分析；

b.全模式，把句子中所有的可以成词的词语都扫描出来, 速度非常快，但是不能解决歧义；

c.搜索引擎模式，在精确模式的基础上，对长词再次切分，提高召回率，适合用于搜索引擎分词。

1. 支持繁体分词
2. 支持自定义词典

3.2 语义分析（简单句、复杂句处理）

所谓语义分析，指的是根据句子的句法结构和句中每个实词的词义推导出能够反映这个句子意义(即句义)的某种形式化表示。例如对于句子:“张三吃了苹果”和“苹果被张三吃了”，虽然它们的表述形式不同，但表示成语义的形式就统一为:“吃(张三，苹果)”。

对句子进行正确的语义分析，一直是从事自然语言理解研究的学者们追求的主要目标。然而，经过几十年的发展，目前还没有出现太多使用学习的方法来获取详细语义理解知识的研究。基于语料库的词义消歧研究虽然触及了语义问题，但是这只是在理解单个词的层次上，而不是进行整个句子的理解.关于信息抽取的研究也触及了一些语义理解，然而己有系统只是使用相当低水平句法模式分析等方法来获取特殊的目标短语。

Gildea 等人使用经验主义的方法进行语义角色标注(SemanticR oleL abeling)的研究可谓是对语义理解的一种新的探索。这一研究领域又被称为“浅层语义分析(Shallow Semantic Parsing)". 所谓浅层分析，即该方法并不对整个句子进行详细的语义分析，而只是标注句子中的一些成份为给定动词的语义角色，这些成分作为此动词的框架的一部分被赋予一定的语义含义，例如“[委员会Agent][明天Tmp]将要[通过V[此议案Passive].”其中，“通过”为目标动词，“委员会”、“此议案”和“明天”分别是其施事、受事和发生的时间。另外，浅层语义分析不考虑时态信息，例如“他将来北京。”与“他来北京了。”，虽然时态并不相同，但是浅层语义表示是相同的，同为:“来(他，北京)”。同时，浅层句法分析也不考虑目标动词改变但语义不变的情况，例如“他出生于1969年3月18日。”与“他的生日是1969年3月18日。”，虽然它们的语义相同，但是浅层句法分析的表示结果并不一样，需要根据具体的应用进行更深入的处理。

进行浅层语义分析的基础技术，如词性标注、句法分析、统计学习等目前己经比较成熟。同时浅层语义分析在问答系统、信息抽取、机器翻译等领域有着广泛的应用。

3.3建立领域语料对应于机器语言的语料库

语料库(corpora)是应用计算机技术对海量自然语言材料进行处理(包括预处理、语法自动附码、自动句法分析、语义分析等)、存储, 以供自动检索(retrieval)、索引(concordance)以及统计分析的大型资料库。它是按照明确的设计标准为某一具体目标而建立的语言资料库(Atkinsand Clear 1992 :5 , 引自Granger 1996)。如果作进一步区分, 还可以把语料库与大型文档资源库(text archives)区别开来。前者具有明确语料选择比例和设计标准, 而后者更注重语料容量和语料来源的多样性(Edwards 1993)。所谓自然语言是指任何人类在童年习得的语言(Leech 1987 :1)。使用这一概念的意义在于, 把人类自然语言同人工编制的人工语言(artificial languages)(如C 语言、BASIC 、JAVA 、FORTRAN 等)区别开来;在对语言描述和研究中, 自然出现的语料不同于研究者为某一目的而引出的材料(elicited data)。语料库的研究对象是人类语言自然运用(performance), 而不是内在语言能力(competence)。语料库的应用主要在于以下几个方面:1)自然语言处理(包括自动语言识别、自动语法附码、句法分析、语义分析、知识表达、机器翻译等)。基于语料库方法可以提供有关语言结构和特征的可靠信息, 而这些信息是内省法研究或心理测验获取的信息所不能比拟的。语料库是人们广泛深入理解语言所必需的工具(Edwards 1993 , Leech 1991 , 1992 , Svartvik 1992)。2)词典编纂。语料库能够提供更为完备和详尽的关于词义和词汇搭配信息(Kjellmer 1984 , Sinclair 1982 , 引自Edwards 1993)。3)语言学习与语言教学。早在本世纪60 年代, 美国Brown 大学创建了最早的语料库BROWN CORPUS , 容量为100万词, 广泛搜集了当时美国英语各种文体的语言材料。与此相呼应的是70 年代初在欧洲同样容量的LOB 语料库, 搜集了同年代的英国英语材料。基于这两个语料库, 开展了大量的重要研究, 研究的重点是对英语语法的描述和分析(Rundell 1996)。另外, 70 年代初还建成了50 万词的英语口语语料库London-Lund Corpus(LLC)。但对于大规模的词汇研究(如词典编纂)而言, 100 万词的容量显然不能满足要求。80 年代初, 由Birmingham 大学John Sinclair 主持建成了专门用于词典编纂的大型语料库BCET(Birmingham Collection of English Texts)。该语料库最初容量为730 万词, 到80 年代中期, 其迅速扩充为2000 万词。与此同时, 朗曼公司词典部开始建立自己的语料库Longman-Lancaster 语料库, 容量达到3000 万词。在我国, 上海交通大学杨惠中教授在80 年代末主持建成了容量为300 万词的科技英语语料库(JDEST , 1997 年扩充至360万词), 主要用于大学英语教学大纲制定和教材开发。80 年代建成的语料库还有Lancaster 的英语口语语料库(ESC , 1984 —1987)、用于跨文化比较的PIXI 语料库。90年代初, 包含英国书面英语和口语容量为1 亿词的英国国家语料库建成(BNC , British National Corpus , 1994), 而伯明翰大学的BCET 语料库进一步扩展为英语库(Bank of English), 容词量为两亿。到90 年代中期, 朗曼公司在BNC 库中又增加1 亿词美国英语, COBUILD 的Bank of English 进而增长至3 .2亿词(Rundell 1996)。

1. 研究目标及内容

4.1论文研究目标

本文的研究工作以实习公司的金融股票数据分析项目为背景，该项目是将大数据时代的数据处理分析新技术用于金融领域，为海量金融数据处理提供服务。减轻金融工作者的压力，为金融分析提供量化的数值图标展现。本文目标是将自然语言的语义分析处理应用到该系统中，为用户提供一个分析需求自然语言与分析系统之间的桥梁，让用户的需求能更加快速准确地被机器语言理解，最终给出分析报表。

4.2 论文研究内容

针对上述目标，本文研究内容包括：

1、系统需求分析：以实习公司的金融股票数据分析系统为背景，将自然语言的语义分析在金融股票领域应用系统涉及的业务实体、业务流程、功能和非功能性需求进行分析。

2、相关技术研究，本系统所涉及的相关技术主要有：

1. 分词算法实现：进行词的划分、此类划分和词性标注，识别出汉语、数字、英文标识符、标点符号等，用来实现自然语言到语言理解系统的词法状态转换。
2. 简单句处理：主要包括名词快处理、动词块处理、事件处理以及事件关系处理等
3. 复杂句处理：复杂句处理主要目的是理解较复杂的复合句，理解结果是两个或多个动态事件。这些动态事件前后是按照一定的逻辑关联如条件、原因、结果等组合在一起来说明一个主题。对整个复杂句的理解是用循环加递归实现的，最终的分析结果会是一个动态事件集。
4. 建立领域语料对应于机器语言的知识库：语义分析后产生的不同结果事件、关系和对象事实等，根据金融领域的常识知识规则和领域内知识，建立整个事实对象之间的关联，并将金融领域问题语义分析结果转换为计算机领域的特定形式。
5. 机器学习算法:该算法是一类从数据中自动分析获得规律，并利用规律对未知数据进行预测的算法。因为学习算法中涉及了大量的统计学理论，机器学习与统计推断学联系尤为密切，也被称为统计学习理论。

3、系统的设计与分析，包括：系统结构设计，词法句法分析模块，语义分析模块，查找知识库模块。

4、系统测试：筛选实习公司该项目上线后服务的1000名客户对象，收集客户所要表达的需求和该自然语言处理系统所提取的分析结果。计算出正确率，本系统要求正确率在80%以上

5、系统应用：本文将对本应用在金融股票数据分析项目上线运行3个月的应用效果进行分析和总结。

1. 技术路线及创新意义

本课题的关键问题主要有：

1. 自然语言存在“重复性”问题：提供词法句法分析，将句子拆分成具有独立意义的词组。
2. 分词后存在“二义性”问题：结合静态知识库、推理规则以及推理过程中产生的动态知识库，进行逐词逐句的分析理解，消除词语和句子的歧义，生成自动建模所需要的全部事实:关系类、事件类、对象类等。
3. 中间分析结果无法被机器识别：建立金融股票领域知识规则对应于机器语言的关联，最终将数据分析需求理解结果转换为机器能理解的形式。
4. 知识库的固定不变问题：使用机器学习，通过不断地扩充语料样本集来扩充知识库。

本课题的创新意义主要有：

本课题基于公司的业务需求开展，与实际联系紧密，体现了很好的应用创新性。将自然语言处理运用到金融领域，实现自然语言的分析需求与分析工具方便快捷地交互。方便用户使用分析系统，有利于分析系统更加快速的将用户的需求转化为机器能够理解的操作原语句，提高分析系统的用户体验。
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