1.knn算法（k近邻算法）

基于欧式距离公式
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工作原理：

1. 假设存在一个带有标签的样本数据集（训练样本集），其中包含了每条数据与所属分类的对应关系。
2. 输入没有标签的待测数据后，将待测数据的每个特征与样本集中的数据对应特征进行比对。
3. 计算待测数据与训练数据集中每条数据的距离。
4. 对求得的所有距离进行排序（从小到大，越小表示越相似）。
5. 取前k个样本数据对应的分类标签。
6. 求k个数据中出现次数最多的标签作为待测数据的标签。

算法优缺点：

优点: 精度高、对异常值不敏感、无数据输入假定

缺点: 计算复杂度高、空间复杂度高

适用数据范围: 数值型和标称型

项目1：优化约会网站的配对效果

输入数据为：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 序号 | 每年获得的飞行常客里程数 | 玩视频游戏所耗时间百分比 | 每周消费的冰淇淋公升数 | 样本分类 |
| 1 | 400 | 0.8 | 0.5 | 1 |
| 2 | 134 000 | 12 | 0.9 | 3 |
| 。。。。 | 。。。。 | 。。。。 | 。。。 | 。。 |

共1000多条数据；样本分类1代表工作日与魅力一般的人约会，2代表，3代表不喜欢的人则直接排除掉。

选择百分之十的数据作为测试数据，百分之九十的数据作为训练数据。

100条数据里错误率为百分之五。

项目2：手写数字识别系统

输入数据为：需要识别的数字是存储在文本文件中的具有相同的色彩和大小: 宽高是 32 像素 \* 32 像素的黑白图像。

先将已有的32\*32的01矩阵训练数据转化为1\*1024的01矩阵。

讲测试数据与训练数据进行对比，取个k个距离最近的数据中数额最高的那一个标签。

存在疑惑：如何构建一个32像素\*32像素的黑白数字图像，并转换为32\*32的01矩阵？