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Аналіз інформаційних технологій для дистанційної ідентифікації динамічних об'єктів

Розглянуто проблему ідентифікації динамічних об’єктів з використанням інформаційних технологій дистанційної ідентифікації. Зазначено, що ідентифікація рухомих об’єктів має важливе значення в різних сферах, включаючи автономні транспортні засоби, медичну діагностику та робототехніку. Мета статті полягає в аналізі різних інформаційних технологій виявлення об’єктів, які можуть бути використані в майбутніх дослідженнях з дистанційної ідентифікації. Проведено аналіз методів визначення швидкості як динамічного параметру, аналіз двокрокових та однокрокових методів віддаленої ідентифікації об’єктів, аналіз ранніх методів ідентифікації, а також аналіз методів покращення віддаленої ідентифікації об’єктів. Розглянуто кілька засобів визначення руху об’єктів, зокрема, пропорційно-інтегрально-диференціальний регулятор, метод блоку вирівнювання, фазова кореляція, алгоритми піксельної рекурсії та методи оптичного потоку Лукаса – Канаді, Хорна – Шунка, Фарнбека, густого оптичного потоку. Ці засоби можуть бути використані для ефективного визначення руху об’єктів та ідентифікації їхньої швидкості незалежно від розміру та положення об’єктів. Розглянуті двокрокві та однокрокові методи виявлення об’єктів: метод регіонів зі згортковими нейронними мережами, його покращення, мережі пулінгу просторової піраміди, метод "Ти дивишся лише один раз", однокроковий багаторамковий метод, мережі сітківки, кутова мережа, центральна мережа та трансформер виявлення, які використовують різні підходи для покращення продуктивності та точності виявлення об’єктів. Підкреслено необхідність використання методів згорткових нейронних мереж та мереж пулінгу просторової піраміди для ефективної ідентифікації об’єктів незалежно від їхнього розміру та положення. Пропонуються нові підходи, які дозволяють створювати представлення фіксованої довжини для обробки зображень та регіонів інтересу, а також методи Віоли – Джонса, гістограми орієнтованих градієнтів, моделі деформованих частин. Дослідження в області виявлення об’єктів сприяють розвитку інформаційних технологій та покращенню ефективності систем ідентифікації динамічних об’єктів. Шляхом огляду та аналізу різних методів надані рекомендації для дослідників і практиків, що працюють у галузі дистанційної ідентифікації динамічних об’єктів.

Ключові слова: Дистанційна ідентифікація динамічних об’єктів, виявлення об’єктів, оптичний потік, ідентифікація швидкості, глибоке навчання, згорткові нейронні мережі.

Вступ. Дистанційна ідентифікація параметрів динамічних об’єктів (ДІПДО) спрямована на іденти­фікацію параметрів об’єктів на відстані з викорис­танням різних датчиків та зображень і є підгалуззю виявлення об’єктів (ВО). ВО є фундаментальним завданням в області комп’ютерного зору з різ­номанітними застосуваннями, такими як нагляд, автономні транспортні засоби, робототехніка та розумне виробництво. Основною метою ВО є ідентифікація параметрів виявлених об’єктів, вклю­чаючи положення, розмір, форму та орієнтацію. Надано короткий огляд підходів до віддаленого визначення параметрів об’єкта, включаючи методи визначення швидкості як динамічного параметру, методи на основі моделей, методи на основі машинного навчання, методи на основі ознак. Підхід на основі машинного навчання включає використання різних алгоритмів навчання, таких як глибоке навчання для визначення параметрів об’єкта з великого набору даних з мітками зображень. Це дослідження підкрес­лює важливість віддаленого визначення параметрів об’єкта і надає цінні посилання на ресурси для дослідників та практиків, що працюють в галузі комп’ютерного зору.

Мета та задачі дослідження. Мета статті полягає в аналізі методів ДІПДО для використання в майбутніх дослідженнях. Для досягнення мети поставлено задачі:

1) проаналізувати методи визначення швидкості як динамічного параметру.

2) проаналізувати методи ВО на основі згорткових нейронних мереж (ЗНМ);

3) проаналізувати ранні методи ВО;

4) проаналізувати методи, які покращують ВО.

**Методи визначення руху об’єктів.** Пропор­цій­но-інтегрально-диференціальний (ПІД) регулятор ви­користовується для визначення руху або швидкості об’єкта. Цей регулятор включає три компоненти: пропорційний, інтегральний та диференціальний. Про­порційна складова враховує поточну помилку між заданою і фактичною величиною, і пропорційно збіль­шує або зменшує вихідний сигнал для наближення до заданого значення. Це дозволяє швидко реагувати на зміни і відповідати на них пропорційно. Інтегральна складова накопичує помилки в часі та враховує їх у вихідному сигналі. Це допомагає усунути сталий стан помилки і забезпечує точніше регулювання. Диферен­ціальна складова оцінює швидкість зміни помилки і змінює вихідний сигнал для зменшення осциляцій та збільшення стабільності системи. Завдяки комбінації цих трьох складових ПІД-регулятор дозволяє ефек­тивно визначати рух або швидкість об’єкта і нама­гається зменшити помилку між заданим значенням і фактичним станом об’єкта. Метод блоку вирівнювання (БВ) використовується для визначення руху об’єктів на відеозаписах. Зображення розбивається на блоки, і для кожного блоку виконується пошук відповідного блоку на наступному кадрі. Метод блоку вирівнювання може бути застосований на різних рівнях, наприклад, на піксельному рівні або на рівні піраміди зображень. Він є простим та ефективним методом для виявлення руху на відеозаписах, однак його точність може бути недостатньою. Фазова кореляція є одним з методів, який може використовуватися для визначення руху або швидкості об’єкта в комп’ютерному зорі та обробці зображень. Цей метод ґрунтується на використанні фазової інформації в сигналах зображень для виявлення переміщення між кадрами або шаблоном та вхідним зображенням. Алгоритми піксельної рекурсії є методами, які використовують аналіз пікселів в зображенні. Кожен піксель у зображенні аналізується окремо і порівнюється зі своїми сусідніми пікселями або попередніми кадрами зображення. За допомогою алгоритмів та методів обробки, таких як порівняння інтенсивності, градієнтів, кластеризація або викорис­тання шаблонів, можна виявити зміну позиції або значення пікселя і визначити швидкість руху об’єкта. Також розроблені методи оптичного потоку. Метод оптичного потоку Лукаса-Канади використовує інтен­сивність пікселів для визначення оптичного потоку і базується на апроксимації локального рівняння різниці інтенсивності з використанням методу найменших квадратів. Метод оптичного потоку Хорна – Шунка також використовує інтенсивність пікселів і гладкість оптичного потоку, формулює задачу оптимізації для знаходження глобального оптичного потоку з мінімі­зацією функціоналу енергії. Метод оптичного потоку Фарнбека використовує метод апроксимації поліно­мами для визначення оптичного потоку, алгоритм побудови піраміди для обробки зображень різних розмірів і отримання точних результатів. Метод гус­того оптичного потоку використовує густу сітку точок для визначення оптичного потоку на зображенні та надає інформацію про рух в областях зображення [1­3].

Методи на основі ЗНМ. У 2012 р. відбулося відродження ЗНМ. Основу яких ще покладено у 1998 р. Я. Лекуном та використані для розпізнавання руко­писних цифр. Оскільки ЗНМ можуть навчатися стій­ким і високорівневим ознакам зображення, у 2014 р. для ВО запропоновано метод регіонів зі згортковими нейронними мережами (МРЗНМ). З того часу ВО почало швидко еволюціонувати. У глибинному навчанні виділяють дві групи методів: "методи з двокроковою архітектурою" і "методи з однокроковою архітектурою", де перші розглядають виявлення як "грубе до точного", а другі як "завершення за один крок". У МРЗНМ спочатку здійснюється виділення набору пропозицій об’єктів, тобто кандидатів у ВО. Потім кожну пропозицію масштабують до зображення фіксованого розміру та вводять у попередньо навчену модель ЗНМ, щоб отримати ознаки. Нарешті, лінійні опорно‑векторні машини (ОВМ), які називаються ОВМ‑класифікаторами, використовуються для прог­нозу наявності об’єкта в кожній області та для ви­значення класу об’єктів. МРЗНМ значно покращує результати на вибірці візуальних об’єктів класів. Недоліком МРЗНМ є надмірні обчислення ознак на великій кількості пропозицій. З одного зображення може бути понад 2000 прямокутників, що призводить до надзвичайно повільної швидкості виявлення, понад 14 секунд на одне зображення з використанням графічної карти. У 2014 р. були запропоновані мережі пулінгу просторової піраміди (МППП), які дозволяють генерувати представлення фіксованої довжини неза­лежно від розміру зображення або регіону інтересу. Використання МППП дозволяє обчислити ознаки лише один раз для всього зображення і потім згенерувати представлення фіксованої довжини для регіонів інтересу, що прискорює процес виявлення без втрати точності. Недоліками МППП є необхідність багатокро­кового навчання та формування повнозв’язних шарів, ігноруючи попередні шари. У 2015 р. Р. Гіршик запропонував швидкий МРЗНМ (ШМРЗНМ), який є удосконаленням МРЗНМ та МППП. ШМРЗНМ дозво­ляє одночасно навчати метод та регресор обведення прямокутників в рамках однакової конфігурації мережі. Хоча ШМРЗНМ успішно поєднує переваги МРЗНМ та МППП, його швидкість виявлення все ще обмежена виявленням пропозицій. У 2015 р. запропо­новано надшвидкий МРЗНМ (НМРЗНМ), який працює майже в реальному часі. У НМРЗНМ впроваджені мережі регіонів пропозицій, що дозволяє практично безкоштовно генерувати пропозиції регіонів. При переході від МРЗНМ до НМРЗНМ більшість окремих блоків системи ВО, такі як виділення пропозицій, вилучення ознак, регресія обведення прямокутників та інші, були поступово інтегровані в єдину навчальну рамку з кінця до кінця. Хоча все ще збереглася велика кількість обчислень на наступному кроці ВО. У 2017 р. запропоновані пірамідальні мережі ознак (ПМО). Щоб не виконувати ВО лише на картах ознак верхнього шару мережі, розроблена архітектура зверху вниз з бічними зв’язками для побудови високорівневої семантики на всіх шкалах. Оскільки ЗНМ природно формує піраміду ознак під час прямого поширення, ПМО удосконалили ВО з різноманітними масштабами. Використання ПМО в базовій системі НМРЗНМ досягло найкращих результатів ВО з використанням однієї моделі. ПМО стали основним будівельним бло­ком багатьох майбутніх методів. Таким чином, відрод­ження згорткових нейромереж у 2012 р. спричинило революцію в виявленні об’єктів. Двокрокові методи, починаючи з МРЗНМ, розвивалися з небаченою швидкістю, що призвело до появи НМРЗНМ – першого метода глибинного навчання майже в реальному часі. ПМО покращили ВО за допомогою архітектури згори донизу і бічних зв’язків для побудови високорівневої семантики на всіх шкалах. Методи з одним кроком на основі згорткових нейронних мереж можуть виявляти всі об’єкти за один крок. Вони популярні серед мобільних пристроїв з функціями, які використо­вуються в реальному часі та простоті розгортання, але їх продуктивність помітно знижується при виявленні густо розташованих та малих об’єктів. У 2015 р. запропоновано метод «Ти дивишся лише один раз» (МТДЛОР). МТДЛОР працює надзвичайно швидко і використовує одну нейронну мережу для обробки повного зображення. Для МТДЛОР характерне зни­ження точності локалізації порівняно з двокроковими методами, особливо для деяких малих об’єктів. Також у 2015 р. був запропонований одноходовий багато­рамковий метод (ОХБМ), який значно покращує точ­ність однокрокових методів ВО, особливо для певних малих об’єктів. ОХБМ виявляє об’єкти різних мас­штабів на різних шарах мережі. У 2017 р. досліджені причини відставання за точністю від двокрокових методів ВО і запропоновані мережі сітківки (МС). Вони виявили, що основною причиною є незбалан­сованість класів переднього та заднього плану. З цією метою в МС була введена нова функція втрат під назвою "фокусована втрата", щоб метод більше уваги звертав на складні невірно класифіковані приклади під час навчання та досягнення такої ж точності в порівнянні з двокроковими методами. У 2018 р. вве­дено кутову мережу (КМ). Для вирішення проблем з нерівномірністю класів, великою кількістю ручних гіперпараметрів і тривалим часом збіжності була від­кинута попередня парадигма виявлення та розглянута задача передбачення ключових точок (КТ). Після отримання КТ кутові мережі розгруповують та знову групують КТ. У 2019 р. К. Жоу та ін. запропонували Центральну мережу (ЦМ), яка також використовує КТ, але виключає витратні післяпроцеси, такі як групове призначення ключових точок (як у КМ, екстремальній мережі тощо) та не максимальне придушення (НМП), що призводить до повноцінної мережі виявлення кінець до кінця. ЦМ вважає об’єкт однією точкою, тобто центром об’єкта, і регресує всі його атрибути, такі як розмір, орієнтація, розташування, на основі посилання на центральну точку. Модель є простою та елегантною, і може використовуватись для трьохви­мірного ВО, оцінки пози людини, вивчення оптичного потоку, визначення глибини та інших завдань. У 2020 р. Н. Каріон та ін. запропонували трансформер виявлення (ТРВИ), де вони розглядали ВО як задачу передбачення множини та запропонували мережу виявлення з використанням трансформерів. Пізніше К. Жу та інші запропонували деформований ТРВИ для вирішення проблеми великого часу збіжності ТРВИ та обмеженої продуктивності виявлення малих об’єктів, що дало найкращі результати. ВО є критичним завданням у комп’ютерному зорі. Однокрокові та двокрокові методи ВО мають свої переваги та недоліки. Однокрокові методи ВО, такі як МТДЛОР, ОХБМ, МС, КМ та ЦМ мають переваги у мобільних застосунках і сценаріях реального часу завдяки своїй простоті та швидкості, тоді як двокрокові методи є більш точними, але повільними. ТРВИ відображає нову еру у виявленні об’єктів, де використовуються транс­формери, а деформований ТРВИ досяг найкращої про­дуктивності.

Ранні методи ВО. У 1990 х роках ранні алгоритми ВО були побудовані на основі штучно створених ознак. Це методи Віоли – Джонса, гістограми орієнтованих градієнтів, моделі на основі деформованих частин. У 2001 р. П. Віола та М. Джонс вперше досягли виявлен­ня людських облич в реальному часі. Працюючи на процесорі Pentium III з тактовою частотою 700 МГц, метод Віоли–Джонса (ВД) був в десятки або навіть в сотні разів швидшим за інші алгоритми свого часу при порівнянні точності ВО. Метод ВД використовує вікна пошуку для проходження через всі можливі місця та масштаби на зображенні, щоб перевірити, чи містить вікно людське обличчя. Метод ВД значно покращив швидкість ВО, поєднавши три важливі техніки: інтегральне зображення, вибір ознак та каскадні класифікатори. У 2005 р. Н. Далал та Б. Триггс запро­понували метод гістограми орієнтованих градієнтів (ГОГ). Метод ГОГ є вдосконаленням методу інва­ріантного до масштабу перетворення ознак та методу контекстів форми. Для забезпечення балансу інваріант­ності ознак, що включають трансляцію, масшта­бування, освітлення і т. д., та нелінійності метод ГОГ розраховується на щільній сітці рівномірно розташо­ваних комірок і використовує локальну нормалізацію контрасту на "блоках". Для ВО різного розміру метод ГОГ змінює масштаб вхідного зображення декілька разів, при цьому розмір вікна виявлення залишається незмінним. Метод ГОГ став важливим фундаментом для багатьох методів ВО і широкого спектру застосувань у галузі комп’ютерного зору протягом багатьох років. Метод моделі деформованих частин (МДЧ) запропонований П. Фельценшвалбом у 2008 р. як розширення метода ГОГ. Він слідує філософії "розділяй і пануй", де навчання розглядається як вивчення способу розкладання об’єкта. Наприклад, задачу ВО "автомобіль" можна розкласти на ВО його вікон, кузова та коліс. Метод МДЧ Р. Гіршик розширив для роботи з об’єктами у реальному часі з більшими варіаціями. Ці методи мали потенціал розвитку, сучасні техніки ВО, засновані на глибокому навчанні, ефективніші завдяки автоматичному вивченню розпіз­навальних ознак з великих наборів даних [4–20].

Методи, які покращують ВО на основі ЗНМ. У 2017 р. Ху та інші запропонували мережі відношень (МВ) для ВО: адаптований модуль уваги та модуль відношень об’єкта, який враховує взаємодію між різними цілями на зображенні, включаючи їх характерні ознаки та геометричну інформацію. Модуль відношень заміняє крок після обробки НМП, що дозволяє досягти більшої точності порівняно з НМП. У 2018 р. Дай та інші запропонували деформовані сгорткові мережі (ДСМ). КНМ можуть фокусуватися тільки на ознаках фіксованого квадратного розміру. ДСМ можуть створювати деформоване ядро, а змі­щення фіксованого розміру від початкового конво­люційного ядра знаходиться шляхом навчання мереж. Деформований пулінг також може адаптуватися до розташування частин для об’єктів з різними формами. ДСМв1 досяг значного покращення точності. ДСМв2 використовує більше деформованих конволюційних шарів, ніж ДСМв1. Автори з Гугл Мозку використали пошук нейронних архітектур для знаходження нової архітектури піраміди ознак, яку назвали пошуком архітектури нейронної мережі (ПАНМ) ПМО. Вона складається з підключень зверху вниз і знизу вгору для об’єднання ознак різних масштабів. Шляхом повто­рення архітектури ПМО одного і більше разів та їх конкатенації створюється велика архітектура під час пошуку, високорівневі шари ознак вибирають ознаки різних рівнів. Додавання додаткових мереж пірамід, збільшення розмірності ознак і використання велико­містких архітектур значно підвищують точність ВО [21­23].

Ху та співавтори запропонували модуль об’єкто­вих відношень для ВО, який враховує взаємодію між цілями на зображенні, замінюючи крок післяобробки НМП і досягаючи високої точності. ДСМв2 викорис­товує більше деформованих шарів та функцію мімі­кування ознак для покращення деформованого ефекту та точності ВО. ПАН ПМО – це пошук нейроар­хітектури для нових архітектур піраміди ознак, що складаються з підключень зверху вниз і знизу вгору, які можуть генерувати особливості високої роздільної здатності для виявлення малих об’єктів, а стекінг додаткових пірамідних мереж і додавання розмірності ознак значно підвищують точність виявлення. Швид­кість виявлення може бути покращена завдяки ви­вченню трьохвимірної форми об’єкта [24].

Складність відстеження та ідентифікації об’єктів камерами спостереження в реальних умовах полягає в нестабільності результатів спостереження, наприклад, збуреннях, викликаних зміною видимості об’єкта спо­стереження [25].

Перспективи **ДІПДО**. Розвиток ДІПДО є важ­ливим для реалізації безпілотних автомобілів та інших автономних транспортних засобів. Ідентифікація швидкості, розміру, положення та орієнтації об’єктів на дорозі може допомогти в уникненні зіткнень та забезпеченні безпеки. ДІПДО є важливим елементом в робототехніці, де роботи повинні взаємодіяти з рухо­мими об’єктами в навколишньому середовищі. ДІПДО є важливим компонентом систем відеоспостереження та забезпечення безпеки. ДІПДО може бути застосо­вана для моніторингу навколишнього середовища, такого як виявлення рухомих об’єктів на вулицях, в аеропортах або в промислових майданчиках. Це може забезпечити безпеку, виявлення незвичайної актив­ності та вчасне реагування на випадки аварій чи порушень. ДІПДО може бути застосована в медичній діагностиці для визначення характеристик руху органів та тканин. Наприклад, визначення швидкості крово­току або руху серця може допомогти у виявленні аномалій та допомогти в ранній діагностиці хвороб. Вона може бути використана для виявлення підозрілих дій, відстеження руху та ідентифікації осіб або об’єктів у режимі реального часу. ДІПДО може бути вико­ристана для покращення віртуальної реальності та розширеної реальності. Це дозволяє взаємодіяти з рухомими об’єктами у віртуальному середовищі або розширювати реальний світ з додатковою інформацією про рух та параметри об’єктів. В ігрових і спортивних областях ДІПДО може бути використана для аналізу руху гравців, тренування та покращення стратегій. Вона дозволяє вимірювати швидкість, траєкторію та інші характеристики руху об’єктів у режимі реального часу.

Висновки. Під час періоду ВО на основі глибокого навчання відбулося зростання використання сгорткових нейронних мереж, які самостійно вивчають ознаки та здійснюють ВО. Метод ВД використовував ознаки Хаара і алгоритм адаптивного підсилення для виявлення облич у реальному часі. ДМЧ базувався на моделі пікторіальної структури і використовував суміш частин для ВО. В НМРЗНМ вперше використані МРП і отримані сучасні результати на різних контроль­них наборах даних для ВО. У період виявлення на основі глибокого навчання відзначаються кілька важ­ливих методів, які базувалися на глибоких нейронних мережах, зокрема ОХМ та МТДЛР у 2016 р., МС у 2017 р. ОХМ використовував одну мережу як для локалізації об’єктів, так і для класифікації. МТДЛР використовував одну мережу для прогнозування охоплюючих прямокутників та ймовірності класів безпосередньо з повних зображень, а МС ввів функцію фокусованої втрати, яка вирішувала проблему незба­лансованості класів у ВО. ДІПДО відноситься до про­цесу ідентифікації та відстеження руху та поведінки об’єкта у реальному часі. Цей процес залежить від ВО, яке передбачає визначення наявності та місцезна­ходження об’єкта на зображенні або відеокадрі. ДІПДО є важливою та актуальною проблемою, а застосування різних методів, включаючи ті, що базуються на згорткових нейронних мережах та оптичному потоці, дозволяє досягти високої точності та продуктивності в процесі виявлення та ідентифікації об’єктів.
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Analysis of information technologies for remote identification of dynamic objects

The problem of identification of dynamic objects using remote identification information technologies is considered. It is noted that the identification of moving objects is important in various fields, including autonomous vehicles, medical diagnostics and robotics. The purpose of the article is to analyze various information technologies for detecting objects that can be used in future research on remote identification. Analysis of methods for determining speed as a dynamic parameter, analysis of two-step and one-step methods of remote identification of objects, analysis of early identification methods, as well as analysis of methods for improving remote identification of objects was carried out. Several means of determining the motion of objects are considered, in particular, the proportional-integral-differential controller, the leveling block method, phase correlation, pixel recursion algorithms, and the optical flow methods of Lucas – Kanady, Horn – Shunk, Farnbeck, dense optical flow. These tools can be used to effectively determine the movement of objects and identify their speed regardless of the size and position of the objects. Two-step and one-step object detection methods are considered: region method with convolutional neural networks, its improvements, spatial pyramid pooling networks, "You only look once" method, one-step multi-frame method, retinal networks, corner network, central network and detection transformer, which use different approaches to improve the performance and accuracy of object detection. The necessity of using methods of convolutional neural networks and spatial pyramid pooling networks for effective identification of objects regardless of their size and position is emphasized. New approaches are proposed that allow creating fixed-length representations for image processing and regions of interest, as well as Viola – Jones methods, oriented gradient histograms, and deformed part models. Research in the field of object detection contributes to the development of information technologies and the improvement of the efficiency of dynamic object identification systems. Through the review and analysis of various methods, recommendations for researchers and practitioners working in the field of remote identification of dynamic objects are provided.

Keywords: Remote identification of dynamic objects, object detection, optical flow, velocity identification, deep learning, convolutional neural networks.
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