**CSE 5522 Homework 1: Probability theory, Bayes' Nets**

Your responses to these questions should be submitted electronically; please see the submission instructions below.

Answers to questions 1, 2 and 3 should either be written in an ASCII text file or a PDF file. PLEASE CONVERT WORD DOCUMENTS TO PDF FILES. You may also write it out by hand and scan/photograph and convert to PDF.

PLEASE NOTE: YOU NEED TO SUBMIT RUNNING INSTRUCTIONS FOR THE TA FOR PROBLEM 4!

1. (20 points) You are a grader for a CSE class that has an option of using Java or C++ for the programming language.   There are only CSE and ECE students in the class; 80% of the class is CSE students. CSE students tend to turn in Java programs more frequently (75% of the time), whereas ECE students are pretty balanced (50% Java, 50% C++).
   1. (5 points) Draw a Bayesian network that describes the situation, including the complete set of Conditional Probability Tables.
   2. (10 points) You receive a C++ program to grade. Is it more likely to be from a CSE or ECE student? Prove your answer.
   3. (5 points) What would the prior class distribution have to be to have a 50/50 chance of CSE or ECE student having turned in a C++ program?
2. (20 points) Let J, K, L, M, and N be five discrete random variables. Assume that I have given you a distribution for P(J|M,N), P(K|J), P(L|J,K), P(M), P(N). Moreover, I will tell you that there are conditional independence assumptions P(L|J,K,M,N)=P(L|J,K), P(K|J,M,N)=P(K|J), and P(N|M) = P(N).
   1. (7 pts) Show, with explicit steps in the derivation, how you could compute P(M|J,K,L,N) in terms of only the given distributions.
   2. (7 pts) Draw a Bayesian network for the above distributions. You need not include CPTs since I didn't give any here.
   3. (3 pts) Which nodes are in K's Markov blanket?
   4. (3 pts) Add a node X to the network such that X is not in J's Markov blanket.
3. (20 points) (Exercise 13.10, modified) Deciding to put probability theory to good use, we encounter a slot machine with three independent wheels, each producing one of the five symbols BAR, BELL, ORANGE, LEMON, or CHERRY with equal probability. The slot machine has the following payout scheme for a bet of 1 coin (where “?” denotes that we don’t care what comes up for that wheel):

BAR/BAR/BAR pays 25 coins   
BELL/BELL/BELL pays 10 coins  
ORANGE/ORANGE/ORANGE pays 5 coins  
LEMON/LEMON/LEMON pays 4 coins   
CHERRY/CHERRY/CHERRY pays 3 coins   
CHERRY/CHERRY/? pays 2 coins   
CHERRY/?/? pays 1 coin

* 1. Compute the expected “payback” percentage of the machine. In other words, for each coin played, what is the expected coin return?
  2. How many coins can the casino offer as the “jackpot” (BAR/BAR/BAR) without (statistically) losing money?
  3. Compute the probability that playing the slot machine once will result in a win (defined as winning anything, including breaking even).
  4. Estimate the mean and median number of plays you can expect to make until you go broke, if you start with 10 coins. You can run a simulation to estimate this, rather than trying to compute an exact number.

4.  (40 points) Poisonous mushrooms!  Using the following data sets, subsetted from the [UCI Machine Learning Repository](https://archive.ics.uci.edu/ml/datasets/Mushroom), create a Naive Bayes classifier that tries to predict whether a mushroom is edible (e) or poisonous (p) given 22 attributes.  Each line in the file is one mushroom instance, with the first field edible or poisonous, and the remaining fields giving information about the mushroom.  See the link above for descriptions about the attributes.  
  
Your program should read in the training file and a testing file (given on the command line), and print the probability of edible or poisonous for each test example, as well as computing the accuracy of the predictions for the test set.

[agaricus-lepiota.data.train.txt![Preview the document](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAQCAMAAAAoLQ9TAAACE1BMVEUAAABBe544cZhHf6GeuctBe55DfJ8qaJAAACiBpr4kY4wZXYcRVYMKUoAETXwBSnsASnsASXoeUnXdYQBxIQCqVgSaXSp/OhH///////6WssXF0ef9//uSscSZtshOdLHU3e2VssaLrsNKcbJmgraAiKxcgsV2o96Drt5veqVAYZ1Ha6ORsMSGqcGBorl/hKlwpequ2vL8/f0VVH6Pr8Xj6O1DfJvY4eaYtcZLcbFSeLfk6/NJbatFaasvU5F7obXw9viXtMnC1OGgvtJ/pb7x9/uYtcj///3h5+iy1OmYvOOv5ft4eZTQ3uasxtOPsMJ1m6/V3u5Pb6hfhcqUtsr7//+82fHA5vXH6vmryNVecZ7L2eVkk6tmkKva3eJ3ot6ozufB3PLD5fXc8/zc9fzS5u2rrLvh6fE0bZJgka2rxdZEY596p+CWuOC93/PX9fzj+Pv2+//h4OFMZKHm7fGTscVYh6n09vNmcZqy5/603PHY9vvs+v5QZar/+eDh6/Hd5u9QgqNNc7M5XaAvO2eq1+bY///h5utNW4y+k3DxfADY2taat8dMgKHP3+b2+vmSj59oZn6Xm6n08ePrpjn//drbZQD4+fo/c5fX4O9Da6pLca5Lca9PdbFLcK1Jb605VIzCfTX//MCLr8Tx8/Y6b5Pv5N/WsnP//sXa3ePGzdc2bpSt1vA0bZMbRGnI1t/+/frn78KZAAAAGHRSTlMAANfm/ebmAAD92svLy8vLy8vJ+Bj79UD9QVyCAAAAxklEQVQYV2NiYPCXc1Ms1XWJYeJgZGBgYGJgsK1808zdpOZu8vs/I1hgzey6hbs7bizgZGQFigAFHr3r/PqE9fdvURsbtv/sQAHmnw/uafDk5Dz46svM9RMowMrOxXPvXl3d169zlcFaeH5+5ebmVgIDsICShZVKjQovGIAFeI/z8GzhgQCIFmaILELFX4jscqBJYAFuZm4wKIBr+TtrJkQIpqKxrp63H2qoCMiM+rramp/VVZUVrKxTGYECfZMDoICdPY8JAFfdOscRSm1SAAAAAElFTkSuQmCC)![View in a new window](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAAa0lEQVQYV2NgwAJks07+R8fY1MEVi5rGcsPYDMZ9//+jY6giHmRNYIXoJomYxPEh8zEUggTEzOKUUPmxjCgKQRxh41heEFvcPI4HxEexDcYBSnLAfAc1iRWrQrBioCRyUOBUiA4wFOLDMHUAnod0XlHUwGMAAAAASUVORK5CYII=)](https://osu.instructure.com/courses/18256/files/2368730/download?wrap=1)  
[agaricus-lepiota.data.test1.txt![Preview the document](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAQCAMAAAAoLQ9TAAACE1BMVEUAAABBe544cZhHf6GeuctBe55DfJ8qaJAAACiBpr4kY4wZXYcRVYMKUoAETXwBSnsASnsASXoeUnXdYQBxIQCqVgSaXSp/OhH///////6WssXF0ef9//uSscSZtshOdLHU3e2VssaLrsNKcbJmgraAiKxcgsV2o96Drt5veqVAYZ1Ha6ORsMSGqcGBorl/hKlwpequ2vL8/f0VVH6Pr8Xj6O1DfJvY4eaYtcZLcbFSeLfk6/NJbatFaasvU5F7obXw9viXtMnC1OGgvtJ/pb7x9/uYtcj///3h5+iy1OmYvOOv5ft4eZTQ3uasxtOPsMJ1m6/V3u5Pb6hfhcqUtsr7//+82fHA5vXH6vmryNVecZ7L2eVkk6tmkKva3eJ3ot6ozufB3PLD5fXc8/zc9fzS5u2rrLvh6fE0bZJgka2rxdZEY596p+CWuOC93/PX9fzj+Pv2+//h4OFMZKHm7fGTscVYh6n09vNmcZqy5/603PHY9vvs+v5QZar/+eDh6/Hd5u9QgqNNc7M5XaAvO2eq1+bY///h5utNW4y+k3DxfADY2taat8dMgKHP3+b2+vmSj59oZn6Xm6n08ePrpjn//drbZQD4+fo/c5fX4O9Da6pLca5Lca9PdbFLcK1Jb605VIzCfTX//MCLr8Tx8/Y6b5Pv5N/WsnP//sXa3ePGzdc2bpSt1vA0bZMbRGnI1t/+/frn78KZAAAAGHRSTlMAANfm/ebmAAD92svLy8vLy8vJ+Bj79UD9QVyCAAAAxklEQVQYV2NiYPCXc1Ms1XWJYeJgZGBgYGJgsK1808zdpOZu8vs/I1hgzey6hbs7bizgZGQFigAFHr3r/PqE9fdvURsbtv/sQAHmnw/uafDk5Dz46svM9RMowMrOxXPvXl3d169zlcFaeH5+5ebmVgIDsICShZVKjQovGIAFeI/z8GzhgQCIFmaILELFX4jscqBJYAFuZm4wKIBr+TtrJkQIpqKxrp63H2qoCMiM+rramp/VVZUVrKxTGYECfZMDoICdPY8JAFfdOscRSm1SAAAAAElFTkSuQmCC)![View in a new window](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAAa0lEQVQYV2NgwAJks07+R8fY1MEVi5rGcsPYDMZ9//+jY6giHmRNYIXoJomYxPEh8zEUggTEzOKUUPmxjCgKQRxh41heEFvcPI4HxEexDcYBSnLAfAc1iRWrQrBioCRyUOBUiA4wFOLDMHUAnod0XlHUwGMAAAAASUVORK5CYII=)](https://osu.instructure.com/courses/18256/files/2368734/download?wrap=1)  
  
You may use any programming language, but make sure that it is runnable on stdlinux.  Give the TA instructions on how to run your program.  YOU MAY NOT USE OFF THE SHELF SOLUTIONS - CODE THIS YOURSELF.