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Abstract—The task of tracking an object becomes tedious
when the object moves through a dynamic background and
the camera also has a random motion. This type of problem
has three main aspects - object detection, prediction of object
motion and compensation of the camera motion. In this paper,
we have developed three algorithms using three different object
detection algorithms, namely background subtraction, template
matching and Speeded Up Robust Features (SURF). Unscented
Kalman Filter (UKF) algorithm has been devised for the motion
prediction of the moving object as well as to compensate for
the camera movement. The proposed algorithms have been
validated through extensive simulations performed on several
video datasets and an analytical study has also been presented.
Through the simulation results, performance of the proposed
algorithms are compared.

Index Terms—Object tracking, Unscented Kalman Filter, back-
ground subtraction, template matching, SURF

I. INTRODUCTION

Tracking a moving object is an important aspect of com-

puter vision due to its applications in various fields ranging

from security and surveillance, video communication, traffic

control [1][2], medical imaging and human-machine interface.

The task of tracking moving objects is complex due to the

following reasons [3]: i) When computer vision is used, the

real 3D world gets projected into a 2D image, which causes

loss of some information, such as depth data etc. ii) Quality of

images taken are very crucial. Noisy images cause problem in

tracking the object. iii) Abrupt motion of objects. iv) Change

in orientation of the object and image. v) artial and complete

object occlusion. vi) Varying lighting conditions. vii) Camera

motion. viii) Requirements for real-time processing.

Moving object tracking using computer vision [4] has

attracted many researchers. Two popular methods of track-

ing moving object in dynamic background are Optical Flow

Method [5] and Global Motion Compensation (GMC) method

[6]. In mean-shift based object tracking [7], most probable

target position is found in the current frame. Another method

called ORB [8] is also used which is rotation invariant and

noise resistant. This is a very fast binary descriptor based

on BRIEF. This algorithm has been presented as an efficient

alternative to SURF algorithm. Some other methods are Ro-

bust fragments-based tracking using integral histogram [9],

Bayesian multiple-blob tracker (BraMBLe) [10].

The problem of tracking a moving object in dynamic

background is divided into three parts - object detection using

image processing algorithm, estimation of the object motion

and compensation of the camera motion. Various algorithms

are in use for object detection, namely, Mean based Back-

ground Subtraction, Template matching and SURF detection.

Kalman filter is highly useful to predict the future states of the

moving object using noisy data and the previous states, and

therefore found wide application in tracking a moving object in

dynamic background. We use Kalman filter for compensation

of camera motion too. The contributions of this paper are the
following:

(i) The future states of the moving object are predicted using

Unscented Kalman Filter (UKF) which does the object

tracking part.

(ii) In most of the real-time systems, a moving camera is

used to capture the video. In this paper, we model the

random camera motion using UKF and this motion has

been compensated.

(iii) For object detection, three methods have been imple-

mented - Mean based Background Subtraction, Template

matching and SURF detection, which gives rise to three

different algorithms for the whole process of tracking a

moving object in a dynamic background.

(iv) These three algorithms have been validated through

simulation results performed on standard video dataset.

(v) A detailed analysis of the proposed algorithms has also

been presented in this paper. Three videos with different

lighting conditions, camera motion and object orientation

have been considered. A thorough analysis has been

presented about which algorithm would perform the best

in a specific video.

(vi) A quantitative analysis is given on efficiency of the

proposed algorithms.

(vii) The algorithms work well in case some occlusion occurs

as the future states of the object are predicted using

Kalman filter algorithm.

The rest of the paper is organized as follows. Unscented

Kalman filter algorithm is explained in Section II. Section

III presents a detailed discussion of the object detection

algorithms. Object tracking problem using object detection and

motion prediction algorithms have been dealt with in Section
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IV. Simulation results, analytical discussions and comparative

study are presented in Section V. Finally, Section VI concludes

the paper.

II. UNSCENTED KALMAN FILTERING ALGORITHM

UKF uses the method of unscented transformation (UT) to

predict the future values using noisy measurement and past

data [11, 12] in case of non-linear dynamics where the sigma

points are chosen from the Gaussian distribution of each state

variable and each sigma point is given a weight [13].

UT calculates the statistics of a random variable which un-

dergoes a nonlinear transformation. Let us consider a random

variable x of dimension L, having mean X and covariance

Px, propagates through a nonlinear function y = g(x). To

calculate the statistics of y, a matrix χ is formed with 2L+1
sigma vectors χi having corresponding weights Wi, according

to the following relations:

χ0 = X

χi = X +
(√

(L+ λ)Px

)
i
, i = 1, · · · , L

χi = X −
(√

(L+ λ)Px

)
i−L

, i = L+ 1, · · · , 2L

W
(m)
0 =

λ

L+ λ

W
(c)
0 =

λ

L+ λ
+ (1− α2 + β)

W
(m)
i = W

(c)
i =

1

2(L+ λ)

(1)

where λ = α2(L + κ) − L is the parameter for scaling. α
depicts the sigma variance around X . It is usually confined to

a low positive value (e.g., 10−3). κ is the secondary scaling

parameter (usually confined to 0), β is used to incorporate

knowledge in priori of the distribution of x (for Gaussian

distribution, β = 2 is optimal). Sigma vectors propagate

through the nonlinear function

Yi = g(χi), i = 0, · · · , 2L (2)

Mean and error covariance of y are approximated as follows:

y0 ≈
2L∑
i=0

W
(m)
i Yi (3)

Py ≈
2L∑
i=0

W
(c)
i (Yi − y0)(Yi − y0)

T (4)

The UKF is demonstrated through Algorithm 1.

III. OBJECT DETECTION ALGORITHMS

There are various methods for detection of object in an

image. The methods which are interest to us discussed here.

A. Background Subtraction Using a Mean Filter
Background subtraction using mean filter is a broadly used

method to detect an object where the foreground of the image

is extracted from the whole image [15].

(i) The background image is estimated as the mean of

multiple image frames as the background image is more

likely to appear in the subsequent frames.

B(x, y, t) =
1

n

n−1∑
i=0

I(x, y, i) (13)

Algorithm 1 The Unscented Kalman Filter algorithm [14]

1: Initialization of estimated state vector and error covariance

matrix:

x̂0 = E[x0] = X

P0 = E[(x0 − x̂0)(x0 − x̂0)
T ]

x̂a
0 = E[xa] = [x̂T

0 0 0]T

P a
0 = E[(xa

0 − x̂a
0)(x

a
0 − x̂a

0)
T ] = diag(P0, Pv, Pn)

(5)

for k ∈ {1, · · · ,∞}
2: Calculate sigma points: The sigma points are so chosen

that higher order information is incorporated in them.

χa
k−1 =

[
x̂a
k−1 x̂a

k−1 ±
√

(L+ λ)P a
k−1

]
(6)

3: Time update step:

(i) The sigma points are redrawn as follows:

χx
k|k−1 = F [χx

k−1, χ
v
k−1] (7)

(ii) The predicted values of state vector and error covariance

matrix:

x̄k =

2L∑
i=0

W
(m)
i χx

i,k|k−1

P̄k =

2L∑
i=0

W
(c)
i [χx

i,k|k−1 − x̂k̄][χ
x
i,k|k−1 − x̂k̄]

T

(8)

(iii) The new sigma points are propagated through the

measurement model of the system:

Yk|k−1 = H
[
χx
k|k−1, χ

n
k−1

]

ȳk =

2L∑
i=0

W
(m)
i Yi,k|k−1

(9)

4: Measurement update step:

(i) The innovation covariance and cross covariance matri-

ces:

Pȳkȳk
=

2L∑
i=0

W
(c)
i [Yi,k|k−1 − ȳk][Yi,k|k−1 − ȳk]

T

Px̄kȳk
=

2L∑
i=0

W
(c)
i [χi,k|k−1 − x̄k][Yi,k|k−1 − ȳk]

T

(10)

(ii) The posteriori state vector and error covariance matrix

are updated as

x̂k = x̄k +K(yk − ȳk)

Pk = P̄k −KPȳkȳk
KT

(11)

where the gain is

K = Pxkyk
P−1
ȳkȳk

(12)

where, xa = [xT vTnT ]T , χa= [(χx)T (χv)T (χn)T ]T , λ =

composite scaling parameter, L = dimension of augmented

state, Pv = error covariance of process noise, Pn = error

covariance of measurement noise, Wi = weights
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where x and y correspond to the position of a particular

pixel in the input image I and n is the number of past

frames at tth time instant.

(ii) The absolute difference between the input image and

the background image is calculated and a threshold T
is applied to get the foreground image.

|I(x, y, t)−B(x, y, t)|> T (14)

Any blob that moves across the static background image
is isolated.

(iii) The blobs are sorted in order of size and the blob of

interest is selected to put a bounding box around it. The

largest blob is the object to be tracked.

This method is easy to implement, but doesn’t work well if

(i) background is dynamic.

(ii) the scene contains many slow moving objects.

(iii) general lighting condition changes with time.

Mean background models have high memory requirements

since we need to analyze multiple image frames at the same

time to get the extracted background image. Also, having a

global threshold for all pixels which is not a function of time

can lead to false detections in real world.

B. Template Matching
In template matching [16], one template image of the object

is procured and then using a correlation algorithm, position of

the object is found in the input image. One such correlation

algorithm is given below:

Algorithm 2 Correlation algorithm [17]

1: Depending on the image size, cross-correlation in the

spatial or the frequency domain is found out.

2: Local sums are calculated by pre-computing the running

sums.

3: Local sums are used to normalize the cross-correlation to

get correlation coefficients. The coefficient γ at (u, v) is

calculated using the following formula:

γ =

∑
x,y

[
f(x, y)− fu,v

] [
t(x− u, y − v)− t

]
{∑
x,y

[
f(x, y)− fu,v

]2 ∑
x,y

[
t(x− u, y − v)− t

]2}0.5
(15)

where f = input image, t = mean of the template and fu,v

= mean of f(x, y) under the template region.

This algorithm will output a matrix A that contains values

ranging from 0 to 1 which indicate the level of correlation

between the template and the image segment (of the same

size of the template) centered at each (x, y) position of the

input image. A threshold is applied to get rid of detections

that might vaguely resemble the object to be tracked.

Template matching is highly effective to track a particular

colored object. False detections are very common in cases

of poor lighting, occlusion and noise. Thus, we need many

template images to recognize the target object under diverse

conditions which leads to the algorithm having a high com-

putation time.

C. Speeded Up Robust Features
SURF [18] is a local feature detector and descriptor, partly

inspired by SIFT (Scale Invariant Feature Transform) [19] that

detects blob-like features. It is invariant of lighting, scaling,

partial occlusion, rotation and hence reliable. Steps [20] are:
(i) Interest point detection: The interest points in an image I

are found using a blob detector based on Hessian matrix

H(p, σ), as given below

H(p, σ) =

[
Lxx(p, σ) Lxy(p, σ)
Lyx(p, σ) Lyy(p, σ)

]
(16)

where p(x, y) represents a pixel at (x, y) and σ is

the scale. SURF makes use of the determinant of the

Hessian matrix to account for the interest points’ scale

and location.

(ii) Local neigborhood descriptor: The descriptor helps to

extract distinct and robust image features in terms of the

pixel intensity distribution around the points of interest.

Haar wavelet responses are used to obtain the orientation

of the interest points in x and y directions inside a

circular neighborhood of radius 6σ, where σ is the scale

at which the interest point was perceived.

(iii) Matching: Matching pairs can be established by com-

paring interest points and their description from two

different images.

SURF is comparatively fast and highly efficient to track ob-

ject irrespective of scale, orientation and background lighting.

IV. OBJECT TRACKING USING OBJECT DETECTION AND

MOTION PREDICTION ALGORITHMS

As discussed before, the problem of tracking a moving

object has three main aspects, object detection, prediction of

object movement and compensation for the camera movement.

Object detection is performed using the algorithms discussed

in Section 3. UKF is used for movement prediction of the

object and camera movement compensation.

Compensation for the camera movement
In most cases, the camera sensor is moving and thus the

camera movement has to be compensated. We can do this

either by increasing the dimensions of the state variable to

compensate image frame position and velocity with respect

to the object or by adding the velocity of the camera to the

kinematic equations incorporated to predict the future location

of the object. Both the algorithms perform efficiently.

(i) Increase state variables and include image width, height,

x velocity and y velocity as this corresponds to the

movements of the camera. This will help us reposition

the frame at every instant as per the camera movement.

f =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x(1) + x(3) ∗ dt+ ax

2 ∗ (dt2)
x(2) + x(4) ∗ dt+ ay

2 ∗ (dt2)
x(3) + ax ∗ dt
x(4) + ay ∗ dt
x(5) + x(7) ∗ dt
x(6) + x(8) ∗ dt

x(7)
x(8)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(17)
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where x(1) = x position of object, x(2) = y position of

object, x(3) = x coordinate of object velocity, x(4) =

y coordinate of object velocity, x(5) = width of image

frame, x(6) = height of image frame, x(7) = velocity of

camera in x direction, x(8) = velocity of camera in y
direction.

(ii) Modify the function f by incorporating camera velocity

into it while implementing an UKF. The velocity of the

camera will be considered as a control variable. This

method is valid for small camera velocities.

f =

⎡
⎢⎢⎣
x(1) + x(3) ∗ dt+ ax

2 ∗ (dt2) + vc ∗ dt
x(2) + x(4) ∗ dt+ ay

2 ∗ (dt2) + vc ∗ dt
x(3) + ax ∗ dt
x(4) + ay ∗ dt

⎤
⎥⎥⎦ (18)

where x(1) = x coordinate of object position, x(2) =

y coordinate of object position, x(3) = x coordinate of

object velocity, x(4) = y coordinate of object velocity,

ax and ay = acceleration of object in x and y direction.

vc = velocity of camera

The whole process is summarized in Algorithm 3.

Algorithm 3 Moving Object Tracking Algorithm

1: Load template and its features (size, pixel values etc.). Set

Nf (number of frames in the video),

2: Initialization of Kalman filter parameters

3: for i = 1 to Nf (each frame) do
• Load frame i and its features (size, pixel values etc.)

• Perform appropriate object detection algorithm (back-

ground subtraction/ template matching/ SURF) to ex-

tract the actual location of the object

•
if i = 1 then Initialize position state variables with

actual values from the object detection algorithm

end if
• Motion prediction:[

X+, P+
]
= unscentedKF (f,X, P, h, z,Q,R)

where f = function defined as second order dynamics

of the target object, h = function defined to relate

the actual values obtained by detection algorithm to

estimates derived from UKF, z = actual values obtained

from detection algorithms, Q = error covariance matrix

of process noise, R = error covariance matrix of mea-

surement noise, X and P = apriori state vector and

error covariance matrix, X+ and P+ = postriori state

vector and error covariance matrix

4: end for

V. RESULTS AND DISCUSSIONS

The object tracking algorithms are validated through simu-

lations performed on video datasets. Various object detection

algorithms have been used.

For implementation of the Kalman filter algorithm, the state

variable comprises of x, y coordinates of the object position

in image frame and x, y coordinates of object velocity. This

Kalman filter predicts the states of the object with respect to

a still image frame. But due to motion of the camera, some

compensations are to be incorporated in the algorithm. This

can be done in any of the following ways:

(i) Frame parameters (width and height) and camera velocity

(in x and y directions) are included as variable in the state

vector.

(ii) For small camera velocities, we can add the camera

velocity to the second order movement dynamics of the

object.
Satisfactory results have been obtained by incorporating either

of these methods. In this section, we present the results

when the camera movement compensation has been done

by increasing the dimension of the state vector. The first

simulation is performed on a standard video dataset available

at [21], in which the target is a bouncing ball. The ball

movement in the subsequent frames is depicted in Fig. 1.

Fig. 1: The bouncing ball video frames

The video is captured using a static camera, so the target

object moves in a constant background. Moreover, there is no

other moving object in the video. This makes the background

subtraction object detection algorithm the most appropriate

one. The results of the background extraction filter have been

presented in Fig. 2. The background is better extracted when

more number of frames are considered for averaging.

(a) (b)

(c) (d)

Fig. 2: Extracted background by averaging (a) 3 frames (b) 5

frames (c) 10 frames (d) 20 frames
The object is tracked in successive video frames by sub-

tracting the extracted background image from each input frame

followed by application of UKF. The object is detected by a
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rectangular box around it as shown in Fig. 3. The root mean

square error in tracking has been plotted in Fig. 4.

(a) (b)

(c) (d)

Fig. 3: Detected target object in (a) frame 18 (b) frame 20 (c)

frame 21 (d) frame 25 using background subtraction
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Fig. 4: Root mean square error in background subtraction

based tracking

The second simulation is performed on video dataset [22]

where the target object is a moving car. As the video is

captured by a moving camera, background subtraction does not

hold good. Template matching is used to detect the object as

the car has same orientation throughout the entire video and a

single template is sufficient to track the object. Compensation

for the camera movement has also been taken care of. The

tracked object in four frames has been shown in Fig. 5.

(a) (b)

(c) (d)

Fig. 5: Detected target object in (a) frame 16 (b) frame 39 (c)

frame 46 (d) frame 48 using template matching

As depicted in Fig. 5, in frame 46, it gives a false detection

as template matching algorithm is not very effective when the

size of the object varies with respect to template. Despite the

false detection, the UKF accurately predicts the location of the

object from its previous location. For this simulation too, the

root mean square error in tracking has been plotted in Fig. 6.
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Fig. 6: Root mean square error in template match based

tracking
Third simulation is performed on data generated in our

laboratory environment. Target object is a small carton which

moves randomly and video is recorded by a randomly moving

camera. SURF is the optimal algorithm because:

(i) Carton orientation changes w.r.t. camera position.

(ii) The lighting condition varies across various frames.

(iii) Target image is not clear due to fast camera motion.

Interest points are detected using SURF both in the template

image as well as in the input images and they are matched to

find the exact location of the object. One such matching has

been shown in the Fig. 7. Camera movement compensation has

been incorporated in our algorithm. The tracking performance

is demonstrated through the results in Fig. 8.

Fig. 7: Matched points between the template and input frame

(a) (b)

(c)

Fig. 8: Detected target object in (a) frame 31 (b) frame 35 (c)

frame 45 using template matching
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The algorithm is able to track the object even in case of

blurred image. The root mean square error is shown in Fig. 9.
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Fig. 9: Plot of root mean square error in SURF based tracking

Performance of the algorithms are compared through aver-

age root mean square error values, as tabulated in Table I.

TABLE I: Average root mean square error in tracking

Method Average RMSE
Background subtraction based algorithm 0.0042

Template matching based algorithm 0.0011
SURF based algorithm 0.005

Background subtraction method helps us get an accurate re-

sult only when the background is stationary, whereas template

matching can track the target object moving through a dynamic

background accurately provided the object doesn’t change its

size and orientation. Therefore we see a higher RMSE for

Background subtraction than template matching for tracking

objects across a dynamic background. We get a higher RMSE

value for SURF based tracking since it takes object rotation,

scale variation and fast camera movement into account. The

error is small considering the fact that the target object and

the camera moved randomly at varying speeds at all time.

VI. CONCLUSION

This paper focusses on the problem of computer vision

based tracking of a moving object. There are three aspects

of such problems - object detection, motion prediction of the

object and compensation for the camera motion, which have

been individually dealt with. Different video datasets have

been considered and the most optimal algorithm has been

selected for tracking the moving target, based on different fea-

tures of the videos. The simulation results have been presented

along with detailed study of the algorithms’ performance.

A quantitative analysis has also been given to compare the

efficiency of the algorithms.
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