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knitr::opts\_chunk$set(echo = TRUE)

# Summary

The goal of the assignment is to forecast, using KNN(k-Nearest Neighbors)Classification, if the loan offer will be accepted by Universal Bank’s customers. The dataset includes customer demographic data as well as other cilent-related details. The dataset is first read, the necessary libraries are installed, and then unnecessary columns are deleted, category categories are turned to dummy variables, and the data is finally normalized. The dataset was then split into two sets, training and validation, each containing 60% and 40% of the total data. Using k-NN with k=1, a new customer was classified as either accepting or rejecting a loan offer. The ideal k value, which strikes a balance between overfitting and underfitting, was discovered by evaluating accuracy on the validation set, with k=3 being the best choice. The confusion matrix was created for the validation data with the best k value. The procedure was then repeated using a different data partitioning scheme (50% training, 30% validation, 20% test) to assess the model’s generalization performance. Then, confusion matrices between the training, validation, and test sets were compared.

# Problem Statement

Universal bank is a young bank growing rapidly in terms of overall customer acquisition. The majority of these customers are liability customers (depositors) with varying sizes of relationship with the bank. The customer base of asset customers (borrowers) is quite small, and the bank is interested in expanding this base rapidly in more loan business. In particular, it wants to explore ways of converting its liability customers to personal loan customers.

A campaign that the bank ran last year for liability customers showed a healthy conversion rate of over 9% success. This has encouraged the retail marketing department to devise smarter campaigns with better target marketing. The goal is to use k-NN to predict whether a new customer will accept a loan offer. This will serve as the basis for the design of a new campaign.

The file UniversalBank.csv contains data on 5000 customers. The data include customer demographic information (age, income, etc.), the customer’s relationship with the bank (mortgage, securities account, etc.), and the customer response to the last personal loan campaign (Personal Loan). Among these 5000 customers, only 480 (= 9.6%) accepted the personal loan that was offered to them in the earlier campaign.

Partition the data into training (60%) and validation (40%) sets.

# Data Import and Cleaning

First,we should install the packages like“class”,“caret”,“e1071” and then we should call the libraries “class”,“caret”,“e1071”

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

# Reading the data.

unibank.info<- read.csv("C:/Users/Lenovo/Desktop/UNIBANK/UniversalBank.csv")  
dim(unibank.info)

## [1] 5000 14

head(unibank.info)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 1 1 25 1 49 91107 4 1.6 1 0  
## 2 2 45 19 34 90089 3 1.5 1 0  
## 3 3 39 15 11 94720 1 1.0 1 0  
## 4 4 35 9 100 94112 1 2.7 2 0  
## 5 5 35 8 45 91330 4 1.0 2 0  
## 6 6 37 13 29 92121 4 0.4 2 155  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 1 0 1 0 0 0  
## 2 0 1 0 0 0  
## 3 0 0 0 0 0  
## 4 0 0 0 0 0  
## 5 0 0 0 0 1  
## 6 0 0 0 1 0

tail(unibank.info)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 4995 4995 64 40 75 94588 3 2.0 3 0  
## 4996 4996 29 3 40 92697 1 1.9 3 0  
## 4997 4997 30 4 15 92037 4 0.4 1 85  
## 4998 4998 63 39 24 93023 2 0.3 3 0  
## 4999 4999 65 40 49 90034 3 0.5 2 0  
## 5000 5000 28 4 83 92612 3 0.8 1 0  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 4995 0 0 0 1 0  
## 4996 0 0 0 1 0  
## 4997 0 0 0 1 0  
## 4998 0 0 0 0 0  
## 4999 0 0 0 1 0  
## 5000 0 0 0 1 1

t(t(names(unibank.info ))) # The t function creates a transpose of the dataframe

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

# Drop ID and ZIP attributes for the dataset

new.info<- unibank.info[,-c(1,5)]  
dim(new.info)

## [1] 5000 12

# converting education attribute from int to char

new.info$Education <- as.factor(new.info$Education)

# creating the dummy variables for the “education” attribute

dummy1<- dummyVars(~.,data=new.info) # This creates the dummy groups  
the.info<- as.data.frame(predict(dummy1,new.info))

# Setting the seed and dividing the data into training (60%) and validation (40%) sets in case the code needs to be run again.

set.seed(1) # Important to ensure that we get the same sample if we rerun the code  
train.info <- sample(row.names(the.info), 0.6\*dim(the.info)[1])  
valid.info <- setdiff(row.names(the.info), train.info)   
train <- the.info[train.info,]  
valid<- the.info[valid.info,]  
t(t(names(train)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

summary(train)

## Age Experience Income Family   
## Min. :23.00 Min. :-3.00 Min. : 8.00 Min. :1.000   
## 1st Qu.:36.00 1st Qu.:10.00 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.00 Median :20.00 Median : 63.00 Median :2.000   
## Mean :45.43 Mean :20.19 Mean : 73.08 Mean :2.388   
## 3rd Qu.:55.00 3rd Qu.:30.00 3rd Qu.: 98.00 3rd Qu.:3.000   
## Max. :67.00 Max. :43.00 Max. :224.00 Max. :4.000   
## CCAvg Education.1 Education.2 Education.3   
## Min. : 0.000 Min. :0.0000 Min. :0.000 Min. :0.0000   
## 1st Qu.: 0.700 1st Qu.:0.0000 1st Qu.:0.000 1st Qu.:0.0000   
## Median : 1.500 Median :0.0000 Median :0.000 Median :0.0000   
## Mean : 1.915 Mean :0.4173 Mean :0.285 Mean :0.2977   
## 3rd Qu.: 2.500 3rd Qu.:1.0000 3rd Qu.:1.000 3rd Qu.:1.0000   
## Max. :10.000 Max. :1.0000 Max. :1.000 Max. :1.0000   
## Mortgage Personal.Loan Securities.Account CD.Account   
## Min. : 0.00 Min. :0.00000 Min. :0.0000 Min. :0.00000   
## 1st Qu.: 0.00 1st Qu.:0.00000 1st Qu.:0.0000 1st Qu.:0.00000   
## Median : 0.00 Median :0.00000 Median :0.0000 Median :0.00000   
## Mean : 57.34 Mean :0.09167 Mean :0.1003 Mean :0.05367   
## 3rd Qu.:102.00 3rd Qu.:0.00000 3rd Qu.:0.0000 3rd Qu.:0.00000   
## Max. :635.00 Max. :1.00000 Max. :1.0000 Max. :1.00000   
## Online CreditCard   
## Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :1.0000 Median :0.0000   
## Mean :0.5847 Mean :0.2927   
## 3rd Qu.:1.0000 3rd Qu.:1.0000   
## Max. :1.0000 Max. :1.0000

cat("The size of the training dataset is:" ,nrow(train))

## The size of the training dataset is: 3000

summary(valid)

## Age Experience Income Family   
## Min. :23.0 Min. :-3.00 Min. : 8.00 Min. :1.000   
## 1st Qu.:35.0 1st Qu.:10.00 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.0 Median :20.00 Median : 64.00 Median :2.000   
## Mean :45.2 Mean :19.97 Mean : 74.81 Mean :2.409   
## 3rd Qu.:55.0 3rd Qu.:30.00 3rd Qu.: 99.00 3rd Qu.:3.000   
## Max. :67.0 Max. :43.00 Max. :218.00 Max. :4.000   
## CCAvg Education.1 Education.2 Education.3   
## Min. : 0.000 Min. :0.000 Min. :0.000 Min. :0.000   
## 1st Qu.: 0.700 1st Qu.:0.000 1st Qu.:0.000 1st Qu.:0.000   
## Median : 1.600 Median :0.000 Median :0.000 Median :0.000   
## Mean : 1.973 Mean :0.422 Mean :0.274 Mean :0.304   
## 3rd Qu.: 2.600 3rd Qu.:1.000 3rd Qu.:1.000 3rd Qu.:1.000   
## Max. :10.000 Max. :1.000 Max. :1.000 Max. :1.000   
## Mortgage Personal.Loan Securities.Account CD.Account   
## Min. : 0.00 Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.: 0.00 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median : 0.00 Median :0.0000 Median :0.0000 Median :0.0000   
## Mean : 55.24 Mean :0.1025 Mean :0.1105 Mean :0.0705   
## 3rd Qu.: 97.25 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:0.0000   
## Max. :617.00 Max. :1.0000 Max. :1.0000 Max. :1.0000   
## Online CreditCard   
## Min. :0.000 Min. :0.000   
## 1st Qu.:0.000 1st Qu.:0.000   
## Median :1.000 Median :0.000   
## Mean :0.615 Mean :0.296   
## 3rd Qu.:1.000 3rd Qu.:1.000   
## Max. :1.000 Max. :1.000

cat("The size of the validation dataset is :",nrow(valid))

## The size of the validation dataset is : 2000

# Now, let us normalize the data

train.norm<- train[,-10] # Note that Personal Income is the 10th variable  
valid.norm<- valid[,-10]  
  
norm<- preProcess(train[, -10], method=c("center", "scale"))  
train.norm<- predict(norm, train[, -10])  
valid.norm<- predict(norm, valid[, -10])

# Questions

# Consider the following customer:

1.Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# Let’s create a new sample

new.customer<- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalize the new customer  
customer.norm <- predict(norm, new.customer)

Now, let us Predict using KNN Classification

pred<- class::knn(train = train.norm,   
 test = customer.norm,   
 cl = train$Personal.Loan, k = 1)  
pred

## [1] 0  
## Levels: 0 1

2.What is a choice of k that balances between over fitting and ignoring the predictor information?

# Calculate the accuracy for each value of k  
# Set the range of k values to consider  
accuracy1<- data.frame(k = seq(1, 15, 1), overallaccuracy = rep(0, 15))  
for(i in 1:15) {  
 knn.pred1 <- class::knn(train = train.norm,   
 test = valid.norm,   
 cl = train$Personal.Loan, k = i)  
 accuracy1[i, 2] <- confusionMatrix(knn.pred1,   
 as.factor(valid$Personal.Loan),positive = "1")$overall[1]  
}  
  
which(accuracy1[,2] == max(accuracy1[,2]))

## [1] 3

accuracy1

## k overallaccuracy  
## 1 1 0.9630  
## 2 2 0.9565  
## 3 3 0.9640  
## 4 4 0.9595  
## 5 5 0.9605  
## 6 6 0.9575  
## 7 7 0.9580  
## 8 8 0.9575  
## 9 9 0.9535  
## 10 10 0.9550  
## 11 11 0.9495  
## 12 12 0.9475  
## 13 13 0.9500  
## 14 14 0.9500  
## 15 15 0.9485

The best performing k in the range of 1 to 15 is 3.This k balances over fitting and ignoring predictions, and is the most accurate for 3

plot(accuracy1$k,accuracy1$overallaccuracy)

![](data:image/png;base64,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)

3.Show the confusion matrix for the validation data that results from using the best k.

# Creating the confusion matrix  
  
pred <- class::knn(train = train.norm,  
test = valid.norm,  
cl = train$Personal.Loan, k=3)  
  
confusionMatrix(pred,as.factor(valid$Personal.Loan))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1786 63  
## 1 9 142  
##   
## Accuracy : 0.964   
## 95% CI : (0.9549, 0.9717)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7785   
##   
## Mcnemar's Test P-Value : 4.208e-10   
##   
## Sensitivity : 0.9950   
## Specificity : 0.6927   
## Pos Pred Value : 0.9659   
## Neg Pred Value : 0.9404   
## Prevalence : 0.8975   
## Detection Rate : 0.8930   
## Detection Prevalence : 0.9245   
## Balanced Accuracy : 0.8438   
##   
## 'Positive' Class : 0   
##

4.Consider the following customer: Age = 40, Experience = 10, Income = 84,Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 =1, Education\_3 = 0,Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

Now creating the 2nd new customer dataset

customer2.df <- data.frame(  
Age = 40,  
Experience = 10,  
Income = 84,  
Family = 2,  
CCAvg = 2,  
Education.1 = 0,  
Education.2 = 1,  
Education.3 = 0,  
Mortgage = 0,  
Securities.Account = 0,  
CD.Account = 0,  
Online = 1,  
CreditCard = 1)  
#Normalizing the 2nd customer dataset  
cust\_norm2 <- predict(norm , customer2.df)

5.Repeating the process by partitioning the data into three parts - 50%, 30%, 20%,Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

set.seed(400)  
Train\_Index <- sample(row.names(the.info), .5\*dim(the.info)[1])#create train index  
  
#create validation index  
Val\_Index <- sample(setdiff(row.names(the.info),Train\_Index),.3\*dim(the.info)[1])  
Test\_Index =setdiff(row.names(the.info),union(Train\_Index,Val\_Index))#create test index  
train.df <- the.info[Train\_Index,]  
cat("The size of the new training dataset is:", nrow(train.df))

## The size of the new training dataset is: 2500

valid.df <- the.info[Val\_Index, ]  
cat("The size of the new validation dataset is:", nrow(valid.df))

## The size of the new validation dataset is: 1500

test.df <- the.info[Test\_Index, ]  
cat("The size of the new test dataset is:", nrow(test.df))

## The size of the new test dataset is: 1000

# Data Normalizing

norm.values <- preProcess(train.df[, -10], method=c("center", "scale"))  
train.df.norm <- predict(norm.values, train.df[, -10])  
valid.df.norm <- predict(norm.values, valid.df[, -10])  
test.df.norm <- predict(norm.values, test.df[,-10])

# Performing kNN and creating confusion matrix on training, testing, validation data

pred3 <- class::knn(train = train.df.norm,  
test = test.df.norm,  
cl = train.df$Personal.Loan, k=3)  
confusionMatrix(pred3,as.factor(test.df$Personal.Loan))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 897 47  
## 1 5 51  
##   
## Accuracy : 0.948   
## 95% CI : (0.9324, 0.9609)  
## No Information Rate : 0.902   
## P-Value [Acc > NIR] : 7.644e-08   
##   
## Kappa : 0.6364   
##   
## Mcnemar's Test P-Value : 1.303e-08   
##   
## Sensitivity : 0.9945   
## Specificity : 0.5204   
## Pos Pred Value : 0.9502   
## Neg Pred Value : 0.9107   
## Prevalence : 0.9020   
## Detection Rate : 0.8970   
## Detection Prevalence : 0.9440   
## Balanced Accuracy : 0.7574   
##   
## 'Positive' Class : 0   
##

pred4 <- class::knn(train = train.df.norm,  
test = valid.df.norm,  
cl = train.df$Personal.Loan, k=3)  
confusionMatrix(pred4,as.factor(valid.df$Personal.Loan))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1363 50  
## 1 3 84  
##   
## Accuracy : 0.9647   
## 95% CI : (0.954, 0.9734)  
## No Information Rate : 0.9107   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.742   
##   
## Mcnemar's Test P-Value : 2.64e-10   
##   
## Sensitivity : 0.9978   
## Specificity : 0.6269   
## Pos Pred Value : 0.9646   
## Neg Pred Value : 0.9655   
## Prevalence : 0.9107   
## Detection Rate : 0.9087   
## Detection Prevalence : 0.9420   
## Balanced Accuracy : 0.8123   
##   
## 'Positive' Class : 0   
##

pred5 <- class::knn(train = train.df.norm,  
test = train.df.norm,  
cl = train.df$Personal.Loan, k=3)  
confusionMatrix(pred5,as.factor(train.df$Personal.Loan))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2246 51  
## 1 6 197  
##   
## Accuracy : 0.9772   
## 95% CI : (0.9706, 0.9827)  
## No Information Rate : 0.9008   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8612   
##   
## Mcnemar's Test P-Value : 5.611e-09   
##   
## Sensitivity : 0.9973   
## Specificity : 0.7944   
## Pos Pred Value : 0.9778   
## Neg Pred Value : 0.9704   
## Prevalence : 0.9008   
## Detection Rate : 0.8984   
## Detection Prevalence : 0.9188   
## Balanced Accuracy : 0.8958   
##   
## 'Positive' Class : 0   
##