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# **REZUMAT**

În cadrul acestei lucrări va fi prezentat un sistem client-server, intitulat Task Forge, ce are în vedere execuția distribuită a unor simulări, conceput pentru a facilita gestionarea și execuția eficientă a acestora. Sistemul are două componente principale: partea de Client și partea de Server.

Partea de server este alcătuită dintr-o aplicație Flask care gestionează trimiterea sarcinilor, actualizarea de status, încărcarea și descărcarea fișierelor. Sarcinile de simulare sunt procesate folosind fire de lucru care execută sarcinile și utilizează funcții utilitare.

Partea de client oferă o interfață grafică utilizatorului care permite trimiterea sarcinilor de simulare și monitorizarea statusului acestora, la fel descărcarea rezultatelor.

Datele sarcinilor sunt gestionate într-o bază de date MongoDB, asigurând scalabilitatea în ceea ce privește gestionarea sarcinilor. Acest sistem permite execuția asincronă a sarcinilor, distribuită pe mai multe servere, sporind eficiența și fiabilitatea sarcinilor complexe de simulare.

**ABSTRACT**

This paper is going to be focused on the client-server system, titled Task Forge, which focuses on the distributed execution of simulation tasks. It is designed to facilitate efficient task management and their execution. The system is made of two main components: the Client side and the Server side.

The server side represents a Flask application which manages task submission, status updates, as well as file uploads and downloads. These tasks are processed using worker threads which execute the simulations using utility functions.

The client side provides a graphical user interface which allows the user to send simulation tasks as well as monitor them and download the results once the task is ready.

Task data is managed in a MongoDB database, ensuring scalability in task handling. This framework enables the asynchronous execution of the tasks, which is distributed across multiple servers, enhancing the efficiency and reliability of complex simulation tasks.

# **INTRODUCTION**

* 1. **Context**

Task Forge represents a robust client-server application developed to streamline the distributed execution of simulations tasks. The system is designed to handle the complexities associated with task management and execution in a distributed environment by leveraging the strengths of both client and server components.

The server side of the application is built using the *Flask* framework. *Flask* is a popular web framework for Python. The server component is responsible for managing the lifecycle of simulation tasks, from submission and status updates to handling file uploads and downloads. Tasks are processed through the worker threads, which utilize a suite of utility functions to execute simulations. The multi-threaded approach ensures that multiple tasks can be handled concurrently, thus improving the throughput and efficiency of the system.

The client side of the application provides a user-friendly graphical interface. This interface allows users to submit new simulation tasks, monitor their progress, and download the results once they are completed. The graphical user interface is built using *PyQt5*, offering a comprehensive set of tools for developing desktop applications.

Central to Task Forge is its use of *MongoDB* for task data management. *MongoDB* is a NoSQL database known for its scalability and flexibility. This makes *MongoDB* an ideal choice for managing the large volume of data associated with simulation tasks. By storing the task data in *MongoDB*, the application ensures that tasks can be managed and retrieved efficiently, supporting the system’s overall scalability.

The architecture supports asynchronous task execution, distributed across multiple servers. This design enhances the system's efficiency and reliability, ensuring that the complex simulation tasks are processed in a timely manner. The distribution of tasks across several servers makes Task Forge a powerful tool for users needing to execute and manage extensive simulation tasks.

* 1. **Motivation**

The development of this application was driven by the need to automate the process of executing simulation tasks, which previously required significant and frequent user intervention. For instance, users had to manually connect to a powerful computer via a remote desktop connection, initiate simulations, and subsequently transfer the results back to their own devices. This process was not only time-consuming but also prone to human error, leading to inefficiencies and potential inacurracies in simulation outcomes.

Task Forge addresses these challenges by automating and distributing the simulation process. The application eliminates the need for manual remote connections and file transfers, replacing them with a streamlined, user-friendly interface. Users can now submit simulation tasks through a graphical interface, monitor their progress, and download the results upon completion—all without the need for direct interaction with remote machines.

The motivation behind Task Forge is to provide a more efficient, reliable, and scalable solution for executing simulation tasks. By automating the process and distributing tasks across multiple servers, Task Forge significantly improves the workflow for users, allowing them to focus on analysis and interpretation of simulation results rather than managing the execution process. This transformation from a manual to an automated system represents a substantial leap in efficiency and reliability, ultimately enhancing productivity and accuracy in simulation-driven projects.

* 1. **Problem Statement**

Throughout this paper, I address the challenges and inefficiencies in the traditional manual process of executing simulation tasks. I will also delve into the architecture and functionalities of the client-server system by discussing its design, implementation and benefits. This paper aims to demonstrate how the system significantly enhances the efficiency, reliability, and scalability of simulation task management, ultimately transforming the workflow for users.

# **REQUIREMENTS AND SPECIFICATIONS**