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Steps to perform ELK 5.X Stack Installation in AWS EC2 Instance RHEL

Table of Contents

[JDK 8 Installation 4](#_Toc474222357)

[Install wget to download JDK 8 rpm: 4](#_Toc474222358)

[Download JDK 8 rpm: 4](#_Toc474222359)

[Check JDK 8 rpm sha256 sum: 4](#_Toc474222360)

[Compare JDK 8 rpm sha256 sum against: 4](#_Toc474222361)

[Install JDK 8 rpm: 4](#_Toc474222362)

[Set Java default: 4](#_Toc474222363)

[Elasticsearch Installation 5](#_Toc474222364)

[Import Elasticsearch PGP Key: 5](#_Toc474222365)

[Create file with elasticsearch repository information: 5](#_Toc474222366)

[Install elasticsearch: 5](#_Toc474222367)

[Configure elasticsearch 5](#_Toc474222368)

[Start/Stop/Restart elasticsearch: 5](#_Toc474222369)

[Make elasticsearch more verbose by removing the “-- quite ” flag: 5](#_Toc474222370)

[Restart elasticsearch service and perform daemon reload: 6](#_Toc474222371)

[Check that elasticsearch is running: 6](#_Toc474222372)

[Kibana Installation 7](#_Toc474222373)

[Install kibana 7](#_Toc474222374)

[Configure Kibana 7](#_Toc474222375)

[Start/Stop/Restart Kibana: 7](#_Toc474222376)

[Verify that you Kibana can be accessed from the browser: 7](#_Toc474222377)

[Verify Kibana status from the browser: 7](#_Toc474222378)

[Logstash Installation 8](#_Toc474222379)

[Install Logstash: 8](#_Toc474222380)

[Start/Stop/Restart Logstash: 8](#_Toc474222381)

[Filebeat Installation 9](#_Toc474222382)

[Install Filebeat: 9](#_Toc474222383)

[Configure Filebeat 9](#_Toc474222384)

[Start/Stop/Restart Filebeat: 9](#_Toc474222385)

[Import dashboars and index 9](#_Toc474222386)

[Logstash vs Beats 10](#_Toc474222387)

[Metricbeat Installation 11](#_Toc474222388)

[Install Metricbeat: 11](#_Toc474222389)

[Configure Metricbeat 11](#_Toc474222390)

[Start/Stop/Restart Metricbeat: 11](#_Toc474222391)

[Import dashboars and index 11](#_Toc474222392)

[NGINX Reverse Proxy Installation 12](#_Toc474222393)

[Install NGINX 12](#_Toc474222394)

[Create password file for basic authentication of http users 12](#_Toc474222395)

[Configure NGINX 12](#_Toc474222396)

[Restart NGINX 12](#_Toc474222397)

[Access Kibana via NGINX on your browser 12](#_Toc474222398)

[Modify AWS EC2 Instance Security Group to open ports 13](#_Toc474222399)

[Create 2 Inbound rules 13](#_Toc474222400)

[Kibana Query 14](#_Toc474222401)

[Current Installation 15](#_Toc474222402)

[Proposed PROD Architecture 16](#_Toc474222403)

[Additional Considerations 17](#_Toc474222404)

# JDK 8 Installation

If not already installed JDK 8 must be installed to continue with the ELK 5.X Setup.

## Install wget to download JDK 8 rpm:

# yum -y install wget

## Download JDK 8 rpm:

wget --no-cookies --no-check-certificate --header "Cookie: gpw\_e24=http%3A%2F%2Fwww.oracle.com%2F; oraclelicense=accept-securebackup-cookie" <http://download.oracle.com/otn-pub/java/jdk/8u121-b13/e9e7ea248e2c4826b92b3f075a80e441/jdk-8u121-linux-x64.rpm>

## Check JDK 8 rpm sha256 sum:

# sha256sum jdk-8u121-linux-x64.rpm

## Compare JDK 8 rpm sha256 sum against:

[https://www.oracle.com/webfolder/s/digest/**8u121**checksum.html](https://www.oracle.com/webfolder/s/digest/8u121checksum.html)

## Install JDK 8 rpm:

# rpm -ivh jdk-8u121-linux-x64.rpm

## Set Java default:

java –version

If not 1.8.0\_121, make it your default java using the alternatives command:

sudo alternatives –config java

Enter the selection number to choose which java executable should be used by default.

# Elasticsearch Installation

## Import Elasticsearch PGP Key:

# rpm --import <https://artifacts.elastic.co/GPG-KEY-elasticsearch>

## Create file with elasticsearch repository information:

# vi /etc/yum.repos.d/elasticsearch.repo

Add following contents:

[elasticsearch-5.x]

name=Elasticsearch repository for 5.x packages

baseurl=https://artifacts.elastic.co/packages/5.x/yum

gpgcheck=1

gpgkey=https://artifacts.elastic.co/GPG-KEY-elasticsearch

enabled=1

autorefresh=1

type=rpm-md

## Install elasticsearch:

# yum –y install elasticsearch

## Configure elasticsearch

# sudo vim /etc/elasticsearch/elasticsearch.yml

Go to Network section and modify the network.host:

network.host: [\_eth0\_, \_local\_]

## Start/Stop/Restart elasticsearch:

sudo service elasticsearch start

sudo service elasticsearch stop

sudo service elasticsearch restart

## Make elasticsearch more verbose by removing the “-- quite \” flag:

# vi /usr/lib/system/system/elasticsearch.service

## Restart elasticsearch service and perform daemon reload:

sudo service elasticsearch restart

## Check that elasticsearch is running:

Install netcat if not already install for debugging purposes:

# yum –y install nmap-ncat

#ncat –v **localhost** 9200

Ncat: Version 6.40 ( http://nmap.org/ncat )

Ncat: Connected to ::1:9200.

**GET /**

HTTP/1.0 404 Not Found

es.index\_uuid: \_na\_

es.resource.type: index\_or\_alias

es.resource.id: bad-request

es.index: bad-request

content-type: application/json; charset=UTF-8

content-length: 367

{"error":{"root\_cause":[{"type":"index\_not\_found\_exception","reason":"no such index","resource.type":"index\_or\_alias","resource.id":"bad-request","index\_uuid":"\_na\_","index":"bad-request"}],"type":"index\_not\_found\_exception","reason":"no such index","resource.type":"index\_or\_alias","resource.id":"bad-request","index\_uuid":"\_na\_","index":"bad-request"},"status":404}

If localhost is not the hostname, specify correct hostname or use server ip here. Also, must type “**GET \**”**.**

Can also use curl command to check that elasticsearch is running:

# curl -X GET http://localhost:9200/

# Kibana Installation

## Install kibana

# yum –y install kibana

## Configure Kibana

# vi /etc/kibana/kibana.yml

Uncomment and make sure to set the following 4 entries:

server.port: 5601

server.host: " localhost"

server.name: "localhost"

elasticsearch.url: <http://localhost:9200>

NOTE: localhost needs to be replaced by the actual hostname or server ip depending on ELK stack configuration, currently entire ELK stack is running on the same server.

## Start/Stop/Restart Kibana:

sudo service kibana start

sudo service kibana stop

sudo service kibana restart

## Verify that you Kibana can be accessed from the browser:

<http://localhost:5601/app/kibana>

NOTE: localhost needs to be replaced by the actual hostname or server ip. If no UI is available, go to NGINX reverse proxy section to access Kibana.

## Verify Kibana status from the browser:

<http://localhost:5601/status>

NOTE: If no UI installed, continue to NGINX reverse proxy installation section to access Kibana from the browser.

# Logstash Installation

NOTE: Currently not installed as Beat log shippers (Filebeat and Metricsbeat) are directly sending logs to Elasticsearch. Logstash can be used to perform processing of logs. For more information, look at Additional Considerations section.

## Install Logstash:

# yum –y install logstash

## Start/Stop/Restart Logstash:

sudo service kibana start

sudo service kibana stop

sudo service kibana restart

**Example Logstash Configuration to read system logs (/var/logs/\*log)**

input {

file {

type => "syslog"

path => [ "/var/log/messages", "/var/log/\*.log" ]

}

}

output {

stdout {

codec => rubydebug

}

elasticsearch {

host => "localhost" # Use the internal IP of your Elasticsearch server

# for production

}

}

**BEST PRACTICES:**

**-**Separate large Logstash configuration files into several smaller ones. Conf file path can be set to a directory. Files in directory will be merged by name, therefore name logstash configuration files in alphabetical order.

-Configure Filebeat to feed Logstash and Logstash to feed Elasticsearch.

# Filebeat Installation

## Install Filebeat:

# yum –y install filebeat

## Configure Filebeat

vi /etc/filebeat/filebeat.yml

Configure Filebeat to ship files to Elasticsearch:

Under Elasticsearch output section modify

hosts: ["http://172.31.45.32:9200"]

NOTE: Use the eth0 ip where Elasticsearch is running.

Configure path for Filebeat to crawl and fetch logs from:

Under Filebeat prospectors section, identify paths: and for example add

- /var/log/mule\_logs/mule\_dfsp1/\*.log

## Start/Stop/Restart Filebeat:

sudo service filebeat start

sudo service filebeat stop

sudo service filebeat restart

## Import dashboars and index

/usr/share/filebeat/scripts/import\_dashboards

# Logstash vs Beats

Beats are lightweight data shippers that you install as agents on your servers to send specific types of operational data to Elasticsearch. Beats have a small footprint and use fewer system resources than Logstash.

Logstash has a larger footprint, but provides a broad array of input, filter, and output plugins for collecting, enriching, and transforming data from a variety of sources.

Beats are lightweight data shippers that you install as agents on your servers to send specific types of operational data to Elasticsearch. Beats have a small footprint and use fewer system resources than Logstash.

Logstash has a larger footprint, but provides a broad array of input, filter, and output plugins for collecting, enriching, and transforming data from a variety of sources.

Among Logstash filters that can be leveraged at L1P are; anonymize, json.

# Metricbeat Installation

## Install Metricbeat:

# yum –y install metricbeat

## Configure Metricbeat

vi /etc/metricbeat/metricbeat.yml

Configure Metricbeat to ship files to Elasticsearch:

Under Elasticsearch output section modify

hosts: ["http://172.31.45.32:9200"]

NOTE: Use the eth0 ip where Elasticsearch is running.

## Start/Stop/Restart Metricbeat:

sudo service metricbeat start

sudo service metricbeat stop

sudo service metricbeat restart

## Import dashboars and index

/usr/share/metricbeat/scripts/import\_dashboards

# NGINX Reverse Proxy Installation

## Install NGINX

yum -y install nginx httpd-tools

## Create password file for basic authentication of http users

htpasswd -c /etc/nginx/conf.d/kibana.htpasswd kibanaadmin

## Configure NGINX

vi /etc/nginx/conf.d/kibana.conf

server {

listen 80;

server\_name localhost;

auth\_basic "Restricted Access";

auth\_basic\_user\_file /etc/nginx/htpasswd.users;

location / {

proxy\_pass http://localhost:5601;

proxy\_http\_version 1.1;

proxy\_set\_header Upgrade $http\_upgrade;

proxy\_set\_header Connection 'upgrade';

proxy\_set\_header Host $host;

proxy\_cache\_bypass $http\_upgrade;

}

}

## Restart NGINX

sudo service kibana restart

## Access Kibana via NGINX on your browser

<http://EC2_INSTANCE_URL>

Enter username/password kibanaadmin/1lp

# Modify AWS EC2 Instance Security Group to open ports

## Create 2 Inbound rules

1. tcp for port 80 for NGINX
2. tcp for port 9200 for Elasticsearch, can ben only opened for Beats/Logstash servers

# Kibana Query

<https://www.elastic.co/guide/en/kibana/current/search.html>

<https://www.mjt.me.uk/posts/kibana-101/>

<https://www.timroes.de/2016/05/29/elasticsearch-kibana-queries-in-depth-tutorial/>

<http://logz.io/blog/kibana-tutorial/>

To perform Kibana Queries log into kibana at the following URL:

ec2-52-11-205-13.us-west-2.compute.amazonaws.com

with username/password kibanaadmin/l1p and go to Discover in the menu and perform a query. Make sure to set proper Time Range at Kibana->Discover on top right hand corner. Simply enter query and search.

# Current Installation

**User ELK EC2 Instance Mule EC2 Instance**

Browser

NGIX

Filebeat Shipper

Metricbeat Shipper

Kibana

Elasticsearch

Filebeat Shipper

ELK EC2 Instance - ec2-52-11-205-13.us-west-2.compute.amazonaws.com

Mule EC2 Instance - ec2-35-163-231-111.us-west-2.compute.amazonaws.com

# Proposed PROD Architecture

Beats Shippers

Beats Shippers

Beats Shippers

NGIX

Kibana

Elasticsearch

Logstash

Queue

Curator

ELK User

**Elasticsearch**

Master 3

Master 2

Master 1

Slave 2

Slave 1

**Security**

ELK User

NGIX

Elasticsearch

# Additional Considerations

Utilize Filebeat given its lightweight nature compared to Logstash. Its part of the ELK stack. Use Filebeat to ship and centralize logs. Filebeat will feed Logstash. Logstash can still be used to transform or enrich your logs and files.

Take full advantage of the Beat log shippers. Along with Filebeat, use Metricsbeat, Packetbeat and Heartbeat to monitor additional aspects of the system.

Metricbeat by default ships system metrics to elasticsearch, but there are other Metricsbeat modules that can be configured to monitor databases, http servers, queues, docker, plus any custom built modules.

Utilize a Queue in the ELK architecture before Logstash to avoid overutilization of Elasticsearch and to perform eventual Elasticsearch upgrades without loosing any data during downtime.

High Availability, leverage a highly available queuing system from which Logstash servers read. Elasticsearch cluster with three master nodes.

Elasticsearch Scalability. Understand requirements and research elasticsearch accordingly.

Data Curation. Use a Curator on a cron job to delete old indices to avoid an elasticsearch crash. Also, optimize older indices to improve elasticsearch performance.

Conflict Mapping. Mapping is like a database schema in Elasticsearch. Research if this is a concern.

Security with Multi-User & Role-Based access. Understand requirements and research options.

Log Shipping. Leverage Logstash pull module to periodically go to Mule and other servers and pull data.

Log Parsing. Document grok expression used by Logstash to parse all different log types involved in L1P.

Alerting framework. Identify requirement. One can be build using cron jobs that query and generate emails based on search results.

Log archiving. Identify requirement in terms of how long to retain logs for. Also, identify storage option, e.g. S3.

ELK Monitoring. Nagios can be used to monitor the ELK stack. Nagios has some plugins to monitor Elasticseach. Also, need to monitor queue size of queuing system and health of Logstash and Kibana applications.

Logstash plugins. Beats (Filebeat), Grok, Logstash Codecs (json to plain text and vice versa), Kafka.

Keep log data protected from unauthorized access. Open Source ELK does not provide role-based access.

Maintenance requirements. Data retention policies, upgrade, etc.

Logstash and Elasticsearch should run on different machines as they both use the JVM and consume large amounts of memory. Cluster Elasticsearch, use at least 3 master nodes and at least 2 data nodes. “We recommend clustering Elasticsearch with at least three master nodes because of the common occurrence of split brain, which is essentially a dispute between two nodes regarding which one is actually the master. As a result, using three master nodes prevents split brain from happening. As far as the data nodes go, we recommend having at least two data nodes so that your data is replicated at least once. This results in a minimum of five nodes: the three master nodes can be small machines, and the two data nodes need to be scaled on solid machines with very fast storage and a large capacity for memory.”