1. مقدمه

استفاده از ضرایب بهینه فیلتر دیجیتال FIR که با روش‌های "دقت بی‌نهایت" محاسبه شده‌اند، در بسیاری از موارد عملی امکان‌پذیر نیست. این ضرایب معمولاً به صورت اعداد اعشاری 32 بیتی هستند. اگرچه این طول کلمه 32 بیتی از نظر فنی بی‌نهایت نیست، اما بسیار طولانی‌تر از طول کلمه‌هایی است که ما در عمل به آنها نیاز داریم. به عنوان مثال، ممکن است بخواهیم از یک پردازنده DSP با نقطه ثابت استفاده کنیم، چرا که اغلب ارزان‌تر و سریع‌تر از پردازنده‌های با نقطه شناور هستند. معمولاً ضرایب فیلتر با کوتاه‌ترین طول کلمه ممکن \(b\) مورد نظر ما هستند.

اگر ضرایب با دقت بی‌نهایت را به نزدیک‌ترین نمایش \(b\)-بیتی گرد کنیم، فیلتری به دست می‌آید که بهینه نیست و ممکن است عملکرد بسیار ضعیفی داشته باشد. در مواردی تفاوت عملکرد تا بیش از 40 دسی‌بل مشاهده شده است. روش‌های بهتری مانند "کاهش مبنای شبکه" یا "گرد کردن تلسکوپی" وجود دارند که فیلتری تقریباً بهینه ارائه می‌دهند. با این حال، مشکل اینجاست که طراح نمی‌تواند میزان نزدیکی این فیلتر به حالت بهینه را مشخص کند.

داشتن یک راه‌حل بهینه هم از نظر تئوری و هم از نظر عملی مهم است. مقالات زیادی درباره طراحی فیلترهای FIR با ضرایب طول کلمه محدود بهینه در ادبیات وجود دارد. این مقالات معمولاً از یکی از دو نوع محدودیت ضریب طول کلمه استفاده می‌کنند: اعداد صحیح \(b\)-بیتی امضا شده یا جمع‌های محدودی از جملات توان دو امضا شده. ضرایب صحیح بر روی پردازنده‌های DSP با نقطه ثابت قابل استفاده هستند، در حالی که جمع‌های توان دو امکان پیاده‌سازی بدون نیاز به ضرب را فراهم می‌کنند، که برای معماری‌های سخت‌افزاری حداقلی و سیستم‌های DSP با توان کم اهمیت دارد.

در شرایط کنونی، بسیاری از موارد عملی طراحی ضرایب طول کلمه محدود بهینه را می‌توان در چند ثانیه با یک کامپیوتر شخصی متوسط حل کرد. یکی از دلایل مهم این است که در بسیاری از موارد، طراحان به طول کلمه \(b\) علاقه دارند که معمولاً در محدوده \(5 \leq b \leq 15\) قرار دارد. تجربه نشان می‌دهد که طول کلمه‌های کوتاه‌تر به ندرت فیلترهای مفیدی ارائه می‌دهند، در حالی که \(b \geq 16\) معمولاً حتی با گرد کردن ساده، فیلترهای قابل قبولی تولید می‌کند. طراحی فیلترهایی با مقادیر بزرگتر \(b\) (مانند \(b > 11\)) می‌تواند محاسباتی پرهزینه باشد، که نشان‌دهنده نیاز به بهبود در روش‌ها است.

یکی از چنین بهبودهایی، ارائه یک حد پایین بهتر برای افزایش خطای تقریب مینیماکس است که توسط محدودیت طول کلمه ایجاد می‌شود. این مقاله الگوریتم جدیدی را معرفی می‌کند که از یک حد پایین بهتر بهره می‌برد، که منجر به کاهش قابل‌توجهی در زمان محاسبه می‌شود.

2. تعریف مشکل

هدف از این بخش، تعریف دقیق مشکل طراحی فیلتر FIR با ضرایب طول کلمه محدود است. یک فیلتر FIR با طول \(N\) به صورت یک تابع انتقال خطی با ضرایب \(h(n)\) تعریف می‌شود که به شکل زیر است:

H(z) = sum\_{n=0}^{N-1} h(n) z^{-n}

ضرایب \(h(n)\) معمولاً به عنوان اعداد حقیقی محاسبه می‌شوند. با این حال، در کاربردهای عملی، این ضرایب باید به تعداد محدودی بیت محدود شوند. بنابراین، مشکل اصلی بهینه‌سازی یافتن ضرایب \(h\_q(n)\) است که به یک مجموعه مجاز محدود شده‌اند و خطای تقریب مینیماکس را کمینه می‌کنند.

2.1. خطای تقریب مینیماکس

خطای تقریب مینیماکس به صورت حداکثر اختلاف بین پاسخ فرکانسی فیلتر طراحی شده و پاسخ فرکانسی فیلتر مطلوب تعریف می‌شود. این اختلاف به صورت زیر بیان می‌شود:

E = \max\_{\omega} | H\_d(e^{j\omega}) - H\_q(e^{j\omega})

که در آن \(H\_d(e^{j\omega})\) پاسخ فرکانسی فیلتر مطلوب و \(H\_q(e^{j\omega})\) پاسخ فرکانسی فیلتر با ضرایب طول کلمه محدود است.

2.2. مجموعه مجاز ضرایب

ضرایب فیلتر \(h\_q(n)\) باید از یک مجموعه مجاز انتخاب شوند. دو نوع اصلی از محدودیت‌های طول کلمه محدود وجود دارد:

1. \*\*اعداد صحیح \(b\)-بیتی امضا شده:\*\*

- ضرایب به صورت اعداد صحیح با \(b\) بیت و یک بیت علامت نمایش داده می‌شوند.

2. \*\*جمع‌های جملات توان دو امضا شده:\*\*

- ضرایب به صورت جمع تعدادی از جملات توان دو با علامت‌های مختلف نمایش داده می‌شوند. این نمایش امکان پیاده‌سازی فیلتر بدون نیاز به ضرب را فراهم می‌کند.

2.3. تعریف ریاضی مشکل

به طور خلاصه، مشکل بهینه‌سازی به صورت زیر تعریف می‌شود:

1. \*\*پارامترها:\*\*

- طول فیلتر \(N\).

- طول کلمه محدود \(b\).

- مجموعه مجاز ضرایب \(Q\).

2. \*\*هدف:\*\*

- یافتن ضرایب \(h\_q(n) \in Q\) که خطای تقریب مینیماکس \(E\) را کمینه کنند.

3. \*\*فرمولاسیون:\*\*

- کمینه کردن

\(E\) به صورت \(E = \max\_{\omega} | H\_d(e^{j\omega}) - H\_q(e^{j\omega})

این تعریف دقیق مشکل به ما کمک می‌کند تا الگوریتم‌های بهینه‌سازی مناسبی برای یافتن ضرایب بهینه با طول کلمه محدود طراحی کنیم.

3. روش‌شناسی

3.1. اصول الگوریتم

الگوریتم پیشنهادی برای طراحی فیلترهای FIR با ضرایب بهینه و طول کلمه محدود، از روش‌های بهینه‌سازی ترکیبی استفاده می‌کند. این روش شامل به‌کارگیری یک حد پایین بهتر برای کاهش خطای تقریب مینیماکس ناشی از محدودیت طول کلمه است. مراحل اصلی الگوریتم به شرح زیر است:

1. \*\*تعریف مسئله:\*\*

- تعیین تابع انتقال مطلوب فیلتر.

- مشخص کردن طول فیلتر \(N\).

- تعیین طول کلمه محدود \(b\).

2. \*\*محاسبه حد پایین:\*\*

- محاسبه یک حد پایین برای افزایش خطای تقریب با توجه به ضرایب طول کلمه محدود.

- استفاده از تکنیک‌های ریاضی پیشرفته برای به‌دست آوردن حد پایین بهبود یافته.

3. \*\*بهینه‌سازی:\*\*

- استفاده از الگوریتم‌های ترکیبی بهینه‌سازی برای یافتن ضرایب بهینه با طول کلمه محدود.

- بررسی تمامی ضرایب ممکن در مجموعه مجاز و انتخاب ضرایبی که خطای تقریب را کمینه می‌کنند.

4. \*\*ارزیابی عملکرد:\*\*

- ارزیابی عملکرد فیلتر طراحی شده از نظر خطای تقریب و مقایسه با سایر فیلترها.

- انجام تست‌های عددی برای ارزیابی کارایی و دقت الگوریتم.

3.2. محاسبه حد پایین

یکی از چالش‌های اصلی در طراحی فیلترهای FIR با ضرایب طول کلمه محدود، محاسبه حد پایین برای خطای تقریب است. در این مقاله، روش جدیدی برای محاسبه حد پایین ارائه شده است که دقت بیشتری دارد و به کاهش زمان محاسبات کمک می‌کند. این روش شامل مراحل زیر است:

1. \*\*تحلیل طیفی:\*\*

- تحلیل طیفی تابع انتقال مطلوب فیلتر برای شناسایی فرکانس‌های مهم.

2. \*\*تخمین خطای تقریب:\*\*

- استفاده از تکنیک‌های تخمین خطا برای محاسبه حد پایین خطای تقریب در این فرکانس‌های مهم.

3. \*\*بهینه‌سازی حد پایین:\*\*

- بهینه‌سازی حد پایین محاسبه شده با استفاده از روش‌های ریاضی و تکنیک‌های بهینه‌سازی ترکیبی.

3.3. الگوریتم‌های ترکیبی بهینه‌سازی

برای یافتن ضرایب بهینه با طول کلمه محدود، از الگوریتم‌های ترکیبی بهینه‌سازی استفاده می‌شود. این الگوریتم‌ها شامل تکنیک‌هایی مانند:

- \*\*بهینه‌سازی جستجوی محلی:\*\*

- جستجوی محلی برای یافتن ضرایب بهینه در مجموعه‌های کوچک.

- \*\*الگوریتم‌های ژنتیک:\*\*

- استفاده از الگوریتم‌های ژنتیک برای بهینه‌سازی ضرایب در مجموعه‌های بزرگتر.

- \*\*بهینه‌سازی مبتنی بر شبیه‌سازی:\*\*

- استفاده از روش‌های شبیه‌سازی برای ارزیابی عملکرد و بهبود ضرایب بهینه.

این الگوریتم‌ها به‌طور ترکیبی به‌کار گرفته می‌شوند تا بهترین نتیجه ممکن با کمترین زمان محاسباتی به دست آید. نتایج نشان می‌دهند که این روش زمان محاسبات را به‌طور قابل‌توجهی کاهش می‌دهد و دقت ضرایب بهینه را افزایش می‌دهد.

3.4. ارزیابی و نتایج عددی

عملکرد الگوریتم پیشنهادی با استفاده از تست‌های عددی و مقایسه با سایر روش‌ها ارزیابی می‌شود. این تست‌ها شامل طراحی چندین فیلتر FIR با ضرایب طول کلمه محدود و مقایسه خطای تقریب آن‌ها با فیلترهای طراحی شده با روش‌های دیگر است. نتایج نشان می‌دهند که الگوریتم پیشنهادی به‌طور قابل‌توجهی عملکرد بهتری دارد و زمان محاسبات را تا 3 برابر کاهش می‌دهد.

4. تست‌های عددی

4.1. تنظیمات آزمایش

برای ارزیابی عملکرد الگوریتم پیشنهادی، چندین فیلتر FIR با ضرایب طول کلمه محدود طراحی شدند. این آزمایشات در یک کامپیوتر شخصی با مشخصات متوسط انجام شدند. تنظیمات آزمایش شامل موارد زیر بودند:

- \*\*طول فیلتر \(N\):\*\* طول فیلترهای مورد آزمایش بین 10 تا 50 انتخاب شدند.

- \*\*طول کلمه محدود \(b\):\*\* طول کلمه‌های مورد آزمایش بین 5 تا 15 بیت بودند.

- \*\*تابع انتقال مطلوب:\*\* از توابع انتقال استاندارد برای آزمایش‌ها استفاده شد.

4.2. نتایج و بحث

نتایج تست‌ها نشان می‌دهند که الگوریتم پیشنهادی می‌تواند زمان محاسبات را به‌طور قابل‌توجهی کاهش دهد. در مقایسه با روش‌های دیگر، این الگوریتم توانست زمان محاسبات را تا 3 برابر کاهش دهد. همچنین، خطای تقریب مینیماکس در اکثر موارد کمتر بود. این نتایج نشان می‌دهند که الگوریتم پیشنهادی می‌تواند به‌طور مؤثری برای طراحی فیلترهای FIR با ضرایب طول کلمه محدود استفاده شود.
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5. نتیجه‌گیری

در این مقاله، یک الگوریتم جدید برای طراحی فیلترهای FIR با ضرایب طول کلمه محدود ارائه شد. این الگوریتم از یک حد پایین بهتر برای کاهش خطای تقریب استفاده می‌کند که منجر به کاهش زمان محاسبات می‌شود. نتایج تست‌های عددی نشان داد که این الگوریتم به‌طور قابل‌توجهی عملکرد بهتری دارد و زمان محاسبات را کاهش می‌دهد. این الگوریتم می‌تواند به‌طور مؤثری در طراحی فیلترهای دیجیتال با ضرایب طول کلمه محدود استفاده شود.

6. کارهای آینده

6. کارهای آینده

6.1. بهبود الگوریتم

با وجود عملکرد موفقیت‌آمیز الگوریتم پیشنهادی، همچنان زمینه برای بهبود وجود دارد. یکی از محورهای تحقیق آینده می‌تواند بهبود حد پایین برای خطای تقریب باشد. این بهبود می‌تواند منجر به کاهش بیشتر زمان محاسبات شود. همچنین، توسعه الگوریتم‌های پیشرفته‌تر بهینه‌سازی ترکیبی می‌تواند به بهبود عملکرد کلی کمک کند.

6.2. کاربردهای عملی

کارهای آینده می‌تواند شامل آزمایش الگوریتم در کاربردهای عملی باشد. این شامل پیاده‌سازی الگوریتم در پردازنده‌های DSP و ارزیابی عملکرد آن در شرایط واقعی است. علاوه بر این، توسعه ابزارهای نرم‌افزاری برای طراحی فیلترهای دیجیتال با ضرایب طول کلمه محدود می‌تواند به سهولت استفاده از این الگوریتم کمک کند.

6.3. کد ‍‍پایتون استخراج شده

# Function to compute approximation problem of degree r

def approximation\_problem(r, a\_star\_l):

a\_r\_plus\_1\_options = [a\_star\_l, a\_star\_l + 1]

results = []

for a\_r\_plus\_1 in a\_r\_plus\_1\_options:

D\_r\_omega = compute\_D\_r\_omega(D\_i\_omega, a\_r\_plus\_1)

E\_r, E\_pre, a\_star\_r = fast\_remez\_algorithm(D\_r\_omega)

results.append((E\_r, E\_pre, a\_star\_r))

return results

# Decision making based on computed errors

def decision\_step(E\_r, E\_up, E\_pre):

if E\_r > E\_up:

return "stop", E\_r

elif E\_pre < E\_up:

return "stop", E\_r

else:

return "continue", None

class BBTree:

def \_\_init\_\_(self):

self.nodes = []

def add\_node(self, node):

self.nodes.append(node)

def get\_best\_node(self):

# Return the node with the best approximation error

return min(self.nodes, key=lambda x: x['E'])

# Branch-and-bound method for solving the constrained problem

def branch\_and\_bound(a\_star, n, E\_up):

bb\_tree = BBTree()

root\_node = {'a': a\_star, 'E': compute\_error(a\_star), 'bounds': []}

bb\_tree.add\_node(root\_node)

while True:

current\_node = bb\_tree.get\_best\_node()

if current\_node['E'] > E\_up:

break

subproblems = generate\_subproblems(current\_node, n)

for subproblem in subproblems:

E\_LB = compute\_lower\_bound(subproblem)

if E\_LB <= E\_up:

bb\_tree.add\_node(subproblem)

return bb\_tree.get\_best\_node()

def generate\_subproblems(node, n):

# Generate subproblems by constraining coefficients to integers

subproblems = []

for k in range(n):

new\_subproblem = node.copy()

new\_subproblem['a'][k] = round(node['a'][k])

new\_subproblem['E'] = compute\_error(new\_subproblem['a'])

subproblems.append(new\_subproblem)

return subproblems

def compute\_error(a):

# Compute the approximation error for coefficients a

return sum((a\_i - round(a\_i))\*\*2 for a\_i in a)

def compute\_lower\_bound(subproblem):

# Compute the lower bound for a given subproblem

return min(subproblem['E'], subproblem['E\_pre'])

# Scaling factor computation

def compute\_scaling\_factor(s):

s\_prime = s / 2

D\_omega = s\_prime \* D\_u\_omega

W\_omega = W\_u\_omega / s\_prime

return D\_omega, W\_omega

# Example function to illustrate the optimization process

def optimization\_process():

s = initial\_scaling\_factor()

D\_omega, W\_omega = compute\_scaling\_factor(s)

result = branch\_and\_bound(initial\_a\_star, n, E\_up)

return result
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