摘要：

随着计算机的不断普及发展，编程能力已经成为了人们日常生活中，学生老师科研学习工作中一项不可或缺的能力与工具。编写程序能够帮助我们有效的，随心所欲的利用计算机，极大的提高我们工作学习的效率。然而，也不得不承认编写代码对很多人来说是一项相对困难而且耗时的工作，对于那些并非从事计算机相关行业的人来说，往往希望快速得到解决方案，编写自己需要的程序而不耗费额外而不必要的精力。

以JAVA语言为例，JAVA语言中有丰富的函数库API，可以帮我们解决很多复杂的问题，当有问题需要解决时，找到合适的API可以让我们对问题的解决事半功倍甚至直接解决我们当前的问题。因此，当我们有编程困难时，第一件事便是到网上查询API和code片段，帮助我们打开解决问题的思路。

传统的搜索方法通过自然语言来搜索自然语言，不适合检索代码。因此，我们针对Java编程语言，设计了编程助手，通过自然语言找到与之关联性最高的GitHub代码片段，并检索出需要使用的方法和API, 采用Seq2Seq神经网络模型，分别对代码和自然语言进行encoder,并训练自然语言与代码的对应关系，使我们可以通过自然语言，找到与之相关性最高的5组代码及代码使用的API反馈给用户。

Code\_Searcher采用神经网络训练模型,搜索结果相关性高，且虽然使用神经网络，但将后端代码数据训练与前端输入自然语言的训练分离，实现在搜索准确度高的同时搜索速度快。并为其搭建了Web客户端，方便客户使用。
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绪论：

我们在编程时，常常有遇到问题不知道该如何去解决的困境，有类似困难时，我们做的第一件事往往是到网上找其他人的解决过类似问题是，或者

二：整体设计：

我们的整体设计主要针对代码数据和自然语言数据分别建立神经网络，并将二者分别映射到高维向量空间中去，以达到将两者均转化为数值向量的目的，最后，我们建立两者之间的联系，在抽去的encoder层，即代码层上增加线性映射层，将两个向量集合映射到同一向量空间，并通过对神经网络的训练。具体实现主要分三步：

1. 数据收集：我们从GitHub上获取真实的项目代码，为确保我们代码的有效性，我们对GitHub中低Star的代码进行了筛除，最终得到我们的代码数据库。
2. 得到代码数据库后，为了提取出代码特征，我们采取了seq2seq模型中encoder部分来将代码映射到高维向量空间，以达到获取代码特征的目的。
3. 为了获取查询使用的自然语言的语义特征，
4. 在第二部抽取的encoder层之上增加线性映射层通过训练这个网络，最终实现从code向量空间到自然语言向量空间的映射。得到该网络后，我们便将所有代码进行映射并将映射的结果储存到数据库中，最终，当用户进行检索之后，我们可以通过寻找在空间中距离用户搜索内容所对应向量距离最近的结果，并将结果返还给用户。从而实现我们的目的。