**Computationally probing cavitation due to evaporation at the air-water interface in nanoconfinements**

# Abstract

The evaporation at air-water interface in nanoconfinements can induce a suction force within the liquid that is experienced in form of negative capillary pressure, leading to cavitation under certain conditions. Our current understanding of water thermodynamics suggests this observation should be associated with nanoconfinement (size and surface properties) and water composition (contaminations and entrapped bubbles). The effect of nanoconfinement surface homo/heterogeneity, roughness, uniformity, and size on the cavitation of water is thoroughly evaluated and discussed, followed by recommendations on properly probing this process via computational tools. This letter offers new insight on the cavitation within nanoconfinements of about several nanometers, where negative pressures emerge that stem from properties of nanoconfinement and water, and their interplay on phase behavior.
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# Problem definition

Cavitation, by definition, involves bubble formation within a liquid. Bubble formation in a liquid, usually, can be induced by (1) changing temperature at a relatively constant pressure or (2) changing pressure at relatively constant temperature. The first is referred as boiling and the latter is vaporization and/or cavitation as illustrated in Fig. 1 (left). In both cases, the bubble formation requires a phase transition (liquid → gas/vapor), and therefore knowledge of equilibrium and coexistence boundaries or vapor pressure profile. Liquids establish different vapor pressures depending on their compositions and this in turn affects such a transition under system temperature and/or pressure.

Information about liquid → gas/vapor phase transition can be synthesized using a pressure – temperature phase diagram (in short: *P*–*T* diagram) which explains phase coexistence and transition boundaries. A *P*–*T* diagram (Fig. 1 (left)), however, does not offer any important information on the path that such transitions would follow, which has its roots in the use of Gibbs free energy. For instance, one can realize that vaporization at constant temperature can occur with a pressure dropdown but cannot conclude how vaporization at a phase transition would progress or why it sometimes is observed and sometimes not.

To synthesize an understanding of how vaporization progresses, one would need to study the pressure – volume relationship (in short: *P*–*V* diagram). The *P*–*V* diagram also shows the volume of each phase (liquid and vapor) once a phase transition occurs as indicated by the intersection of the isotherm and vapor pressure curve (Fig. 1 (right)). In thermodynamics, vaporization is a phase transition that involves performing work on the environment in form of volume change. Therefore, the environment (such as the container confining it) also plays a role on vaporization progress or the path it may follow. Helmholtz free energy is capable of tracking and explaining this phase transition while Gibbs free energy does not allow it (for further reading see [1](#_ENREF_1)).

|  |
| --- |
|  |
| Fig. 1. The schematic phase diagram for liquids/water. **Left**: the phase boundaries and coexistence for solid, liquid and vapor sates of water in form of *P*–*T* diagram, blue solid line shows the liquid–vapor boundary (vapor pressure profile), red arrow shows the boiling process of liquid transition to vapor, red arrow shows vaporization liquid transition to gas. **Right**: the vaporization liquid transition to vapor in from of *P*–*V* diagram, blue line is liquid–vapor boundary (vapor pressure profile), green solid line is actual isotherm, green dashed line is theoretically expected isotherm, ovals show where the two types of isotherms meet each other. |

The *P*–*V* diagram is given in more details in Fig. 2 to gain an understanding of vaporization path and progress and interplay of the surrounding’s constraints on it, especially the container that confining the liquid. If one connects the critical point of liquid–vapor boundary (binodal) to the critical points of theoretical isotherm, the curve that yields is called the spinodal boundary, which reflects on the thermodynamic stability of liquid and vapor phases in system [2](#_ENREF_2). A phase is unstable if it is enveloped within the spinodal boundary and therefore will always tend towards a phase transition to stabilize the system. The system, wherever it is in between the two binodal and spinodal boundaries, is metastable and will not experience a phase transition unless appropriate thermodynamic or kinetic triggers exist, such as nucleation sites of *sufficient* size, perturbation of the container, or sudden changes of system container constraints like pressure or volume changes [3-5](#_ENREF_3).

The phase transition from liquid to vapor follows the actual isotherm (solid green line) if nucleation sites of *sufficient* size exist within the liquid. These nucleation sites, for example, can be the entrapped bubbles within the liquid itself, which for the case of water practically always exists. Other source of such nucleation sites is contaminations and impurities like ions and/or minerals. Also, the container surface roughness and properties can act as nucleation sites at irregular contact zones. If enough sufficient nucleation sites do not exist or nucleation growth is slow or delayed, then the liquid tends to follow the theoretical isotherm allowing itself to withstand more pressure dropdown than usual. This allows the liquid to enter a metastable equilibrium state to tolerate the lower pressures, even negative, while there is no chance of bubble formations (delayed or avoided), which is shown in red in Fig. 2. However, there is a lower negative pressure limit where the phase change from liquid to vapor (cavitation) will occur eventually by the spontaneous breaking of cohesion between water molecules, even in an absolutely pure liquid (marked by the black bullets on theoretical isotherm at negative side of pressure axis in Fig. 2). This is known as homogeneous cavitation and corresponds to the most negative pressure a liquid can ever sustain. For example, pure water can sustain a negative pressure of about -30 MPa at normal temperatures (between 5 and 35 °C) [6](#_ENREF_6). In practice, however, one cannot expect liquid water to be pure, impurity-free, contamination-free, with no entrapped bubble. This triggers formation of bubbles well before the liquid would reach the lower negative pressure limit, and consequently cavitation may occur. This type of cavitation is known as heterogeneous cavitation. This concludes that the actual cavitation limit sits well above the theoretical limit, and it has been confirmed by many experiments, where liquid water would sustain pressures down to -25MPa [7](#_ENREF_7). It is important to note that the corresponding vapor phase is within the spinodal boundary and therefore unstable, so if liquid → gas/vapor phase transition occurs, the bubbles *must* nucleate and grow.

|  |
| --- |
|  |
| Fig. 2. A closer look at schematic *P*–*V* diagram, blue line is liquid–vapor boundary (vapor pressure profile), green solid line is actual isotherm, yellow solid line shows the spinodal boundary, green dashed line is theoretically expected isotherm, ovals show where the two type of isotherm meet each other, red oval shows the conditions reflecting confined liquid, cyan double arrow shows the volume change due to vaporization under normal conditions (no confinement) and white double arrow shows the volume change due to vaporization attainable (allowed) within a confinement. |

For water, the ratio of density of vapor (0.804g/liter) to that of liquid (997g/liter) is in orders of magnitude of about 104. In other words, the same amount (mass) of water requires and occupies a volume of 104 times that of its liquid state (assuming gas incompressible to emphasize the magnitude of changes). This means that even if the thermodynamic dictates a liquid → gas/vapor phase transition, it may be suppressed/delayed due to the environmental constraints like the size/volume of container confining the system. For example, a nanoconfinement cannot accommodate such a large volume change, therefore it will push the liquid to follow the theoretical isotherm entering the metastable state rather than immediately following the actual isotherm forming bubbles.

This metastable state of water in a nanoconfinement (shown in red in Fig. 2) has been the subject of many studies to understand the occurrence of cavitation, especially where continuous water evaporation at the air–water interface occurs [8](#_ENREF_8), [9](#_ENREF_9). A capillary pressure because of continuous water evaporation at the air–water interface exists that exerts a negative pressure within the liquid, leading to cavitation under *certain conditions* [9-119](#_ENREF_9), associated with nanoconfinement (size and surface properties) and water composition (contaminations and entrapped bubbles) [12](#_ENREF_12), [13](#_ENREF_13).

# Interplay of confinement characteristics

A simple way to look at the surfaces is to assume an ideal surface similar to uniformly flat plane with the same texture and interaction tendency throughout its whole surficial area as shown in Fig. 3. However, such a surface does not exist, and for real surfaces neither their texture is flat/smooth, nor the curvature/form remains identical everywhere. Surfaces, because of possible functional groups and/or spatial orientation of atoms, may show different affinities toward the liquid. A surface can be hydrophobic (low surface–liquid affinity) or hydrophilic (high surface–liquid affinity) depending on their tendency to attract or repel water, respectively. If the affinity of the surface towards the liquid (chemical heterogeneities) or its texture (physical heterogeneities) remains the same everywhere on the surface, such a surface is referred to as homogeneous surface, otherwise it is referred to as heterogeneous surface. A heterogenous surface is the most realistic way of looking at surfaces.

|  |
| --- |
|  |
| Fig. 3. Schematic representation of surface properties, *α* is the contact angle. An (unphysical) ideal surface is shown on the left with no surface roughness. The hydrophilic surface defined as when contact angle is smaller than 90° and hydrophobic when contact angle is larger than 90°. |

The metastability of liquid confined within a heterogenous surface nanoconfinement can strongly be affected by the ratio of the highest surface–liquid affinity (hydrophilicity) to that of lowest (hydrophobicity) [14](#_ENREF_14), [15](#_ENREF_15) (Fig. 4). These chemical heterogeneities can influence the position and shape of initial bubbles, where nucleation will occur around the less hydrophilic regions. Furthermore, the affinity of the surface towards the liquid may cause layering of the liquid within a nanoconfinement. For example, a surface fully made of carbon (hydrophobic) would repel water molecules while a surface containing nitrogen (hydrophilic) attracts water molecules [15-18](#_ENREF_15).

In a hydrophilic nanoconfinement, several layers are identified near the surface for monoatomic and polymeric fluids while the density profile at the center of the nanoconfinement remains smooth [19](#_ENREF_19). In the case of water, the first water layer adjacent to the surface in the nanoconfinement is *locked* where each oxygen–surface bond is followed with a hydrogen–surface bond (known as flat ice). The affinity of the surface determines the thickness of this first layer. The remaining water molecules interact with this first layer and experience oscillations in velocity. The higher the affinity of the surface, the higher are the velocity oscillations. Such velocity oscillations can drastically increase if the size of the nanoconfinement is reduced to 15***σ***, where ***σ*** is the distance where the attractive and the repulsive forces of the surface equilibrate. These drastic velocity oscillations may expose water to high shear stresses and, if strong enough, can initiate bubble formation by breaking the cohesion between the water molecules. In fact, the more hydrophilic the surface, the greater is the energy barrier for bubble formation and nucleation. In contrast, in a hydrophobic nanoconfinement, bubble formation is almost inevitable. This is because a hydrophobic surface significantly reduces, or even eliminates, the energy required for bubble formation and nucleation [9](#_ENREF_9).

|  |  |
| --- | --- |
|  |  |
|  | |
| Fig. 4. **Top-left**: the effect of hydrophilicity (0≤β≤1) on the cavitation, the growth rate and regime of bubbles [20](#_ENREF_20) suggesting that the more hydrophilic a surface (β→0) the less probability of forming bubbles. A hydrophilic surface prohibits bubble formation until velocity fluctuations due to water–surface interactions become drastically large, where bubbles may form near the surface but merely transfer into the bulk. **Top-right**: the three main mechanisms sought for formation of bubbles near a surface [11](#_ENREF_11). The surface roughness creates small but sharp variations in interatomic potential deriving water–surface interactions and ultimately velocity fluctuations that may lead to bubble formation. A sudden drop of pressure at the interface of cavity and the air could create a uplifting force (toward the interface) that negatively affects the cohesion of water molecules and might lead to bubble formation. **Bottom**: the effect of nanoconfinement size and dimension on the probability of bubble formation near a hydrophilic surface where bubble formation is inevitable when velocity oscillations drastically increased due to nanoconfinement size (≤15***σ***). | |

In addition to the surface chemical heterogeneities in nanoconfinements, physical heterogeneities – which are comprised of change in the texture of the surface or the presence of contractions/expansions within the nanoconfinement – can also initiate bubble formation and nucleation [21-23](#_ENREF_21). Although it is very hard, nonetheless unphysical, to differentiate heterogeneities at nanoscale and atomic level, as chemical or physical. The nanoconfinement surface roughness can be defined as the ratio of minimum hydraulic radius to maximum hydraulic radius [14](#_ENREF_14), and when roughness is larger than 6%, hydrophilic nanoconfinements may cause cavitation by increasing the possibility of bubble entrapment at physical heterogeneities as such irregularities resulting in different local liquid pressures. For irregularities in the form of corners, cavitation can occur due to the corner flow of liquid [21](#_ENREF_21), especially when the equivalent radius of nanoconfinement is smaller than 115 nanometers. For irregularities in the form of expansion/contraction, bubble entrapment at the air–water interface at the nanoconfinement entrance can occur which then can move deep into the nanoconfinement in the direction of the contraction [24-27](#_ENREF_24). It is worth to note that due to evaporation, a temperature difference alongside the nanochannel is formed from entrance being cooler than the center/middle of nanochannel. As surface tension varies with temperature, the pressure profile within nanochannel should vary too. Then, it might be expected that the interface at the entrance is much more stable than the one at the bubble boundary (higher temperature). However, this temperature difference is not big enough to establish a lower liquid pressure at the entrance.

# Interplay of water characteristics

The purity of liquid, like presence of contaminations and entrapped bubbles, also play an important role in generating cavitation, such that, in certain circumstances [28](#_ENREF_28), [29](#_ENREF_29), even a single dilute hydrophobic contamination can dry out the nanoconfinement completely.

Add stuff to here

# Probing cavitation computationally

To probe cavitation computationally, the continuum and mesoscale approaches that rely on the Navier-Stokes theory cannot be considered since they fail when the geometry/size of system is less than 5.1 times the molecular diameter of liquid [30-32](#_ENREF_30). Among atomistic and molecular approaches, the molecular modeling is favored since it significantly saves time and resources to perfume computations. In molecular dynamics, the criteria to select a water model depends on the concerned physical phenomena, and for study of cavitation, that is how well the model replicates the air–water interfacial properties, most importantly the surface tension. The literature review [33-35](#_ENREF_33) concludes that four-site transferable interaction potential (TIP4P/2005), with capability to reproduce long-range dipole-dipole interactions, is a reliable water model for purpose of investigating cavitation. The TIP4P/2005, also, provides satisfying agreement with the experimental pressure, volume, temperature (PVT) measurements [34](#_ENREF_34), [35](#_ENREF_35).

To reflect hydrophobicity/hydrophilicity of surfaces, there are mainly two approaches to build a surface in simulations: (1) with atomistic resolution and explicit inclusion of atoms / particles, or (2) implicitly, meaning that the surface is represented as a boundary condition with effective interactions. The implicit approach significantly reduces the computational cost of the simulation, while explicit approach offers more detailed view of events occurring associated with cavitation particularly due to chemical heterogenicity of surface. In the implicit approach, one way to systemically generate a surface with different hydrophilic and hydrophobic affinities is introduced in literature [36](#_ENREF_36) that involves modifying the Leonard-Jones potential with a parameter, ***c***, to tune the surface-liquid affinity, given as *V*(*rij*) = 4*ε*((*σ*/*rij*)12 - ***c***(*σ*/*rij*)6). Here *V* is the potential applied to a particle/atom at a distance *rij* from the surface, *ε* is the strength of potential, *σ* is the depth of potential, and ***c*** is the parameter to tune the surface-liquid affinity. The more positive the ***c*** value, the more hydrophilic is the surface, and the more negative the ***c*** value, the more hydrophobic is the surface. This modification also offers the opportunity to practically calibrate the value of ***c***, by comparing surface angle measurements to that of computationally calculated ones.

To choose an ensemble, while statistically and theoretically all the ensembles would practically converge to similar final states, a good choice is using the microcanonical ensemble (NVE: constant number N, volume V, and energy E). Microcanonical ensemble corresponds to the Helmholtz free energy and finds minimized system entropy, which is more informative as discussed in introduction. The NVE ensemble essentially assumes the system is isolated with no energy exchange with the environment, so that the energy is conserved. For probing cavitation, the embedded isolated system assumption in NVE ensemble is a valid assumption and implementation because possible local thermal and pressure variations due to bubble formation are not that significant to results in an energy exchange with environment over system boundaries but only could create plausible local thermocapillary movements [24](#_ENREF_24). Furthermore, the timescale (duration) of such variations is at range of nanoseconds [37](#_ENREF_37) which is well below the threshold of thermal response in majority of materials forming nanoconfinements [38-41](#_ENREF_38). To ascertain the initial condition of simulated system matches the actual initial physical system of interest [42](#_ENREF_42), isobaric−isothermal ensemble (NPT: constant number N, pressure P, and temperature T) can be used to relax initial configuration.

In order to initiate cavitation, a number of approaches can be found in literature [5](#_ENREF_5), including (1) deleting random atoms / particles from the system from within the body of liquid or at the interface / boundary, (2) stretching system boundary, (3) applying a pulling force to atoms / particles at boundary and (4) manipulating the velocity of atoms / particles approaching boundary in a specific direction.

Deleting random atoms is physically inconsistent with the nature of cavitation since it creates fake nucleation sites and confuses results for the cause. Also, this approach causes improper description of the out-of-equilibrium and the mass transport phenomena [43](#_ENREF_43).

Stretching the boundary practically mimics a shear-induced cavitation where the cavitations found to occur at the liquid-surface interface, that is due to interaction of moving surface (boundary) [44](#_ENREF_44). It is obvious and critical to note that stretching is not mimicking pressure-drop driven cavitation. The extensive use of stretching in literature stem from such neglection when comparing these obtained simulation results with agreeing experimental observation, where often cavitation is seen on the surfaces.

Applying a force at boundary, while seems to be a sound approach, has its own challenges. In liquid, the pulling force is not uniformly felt by liquid molecules because of the weak cohesive forces between liquid molecules. So, the strength of pulling force, F(δ), gets weaker as deeper (δ, depth) one investigates its footprints within liquid body. At equilibrium conditions, particle dynamics will decay over a distance of a few mean free paths, where the mean free path in a liquid is about 0.13 nm. Water molecule has a diameter of 0.27 nm with an equilibrium distance of about 0.31 nm. This means that to make next adjacent molecules experiencing the force, solely through cohesive interactions, the force must be applied at least to a depth of 0.5 nm [37](#_ENREF_37). This is because previous studies [19](#_ENREF_19), [45](#_ENREF_45) suggesting the formation of several layers within nanoconfinements – the lowest being near the surface and the highest at the center. This force will be experienced by the next adjacent particles as fast as a shock wave traveling through the liquid. Given the speed of sound in water is 343 m/s (343 nm/ns), one would note that 0.31 nm takes 0.9 picoseconds. This concludes that to have statistically sound data to analysis, very long simulations would be needed.

It appears that manipulating velocity is a much softer approach than applying a force (changing acceleration) in terms of changing atom/particle coordinates [46](#_ENREF_46).

# Computational details

We employ Molecular Dynamics simulations to probe cavitation and pressure dropdown due to the entrapped bubbles within both hydrophilic and hydrophobic nanoconfinements. The main reason to use Molecular Dynamics is that the continuum and mesoscale approaches which rely on the Navier-Stokes theory fail when the geometry of system is less than 5.1 times the molecular diameter of liquid[[1]](#footnote-1),[[2]](#footnote-2),[[3]](#footnote-3). To reliability model water molecule and its interactions, we use the four-site transferable interaction potential (TIP4P/2005), capable of reproducing long-range dipole-dipole interactions. The TIP4P/2005 provides satisfying agreement with the experimental pressure, volume, temperature (*PVT*) measurements and computational studies [[4]](#footnote-4),[[5]](#footnote-5),[[6]](#footnote-6),[[7]](#footnote-7),[[8]](#footnote-8). In order to systemically generate surfaces with different hydrophilic and hydrophobic affinities, we employ a modified version of the Leonard-Jones potential given as ***V***(***rij***)= **4*ε***((***σ***/***rij***)**12 - *c***(***σ***/***rij***)**6**)[[9]](#footnote-9), where ***V*** is the potential applied to a particle/atom at a distance ***rij*** from the surface, ***ε*** is the strength of potential, ***σ*** is the depth of potential, and ***c*** is the parameter to tune the surface – liquid affinity. The more positive the ***c*** value, the more hydrophilic is the surface, and the more negative the ***c*** value, the more hydrophobic is the surface. This modification also offers the opportunity to practically calibrate the value of ***c***, by comparing surface angle measurements to that of computationally calculated ones[[10]](#footnote-10). We use SHAKE algorithm is used to retain the molecular structure of water, with accuracy tolerance = 10-4 (1 part in 10000) and a maximum of 20 iterations, 1 bond type and 1 angle type (as given by TIP4P/2005 model). The long-range Coulombic interactions are computed in pppm (particle-particle particle-mesh) / TIP4P *K*-space where relative error in forces is 10-4. The seed number is 880713 for reproducibility. We consider a squared nanoconfinement as shown in Fig. 5. We induce the stretching and pressure dropdown within liquid body via moving system boundary (expanding) from its rightmost side. In order to bring the system to its equilibrium state, we perform dynamics under microcanonical ensemble (***NVE***: constant number ***N***, volume ***V***, and energy ***E***) for 1ns. In order to retain the system at temperature of interest, ***T*** = 300 *K*, we employ a Berendsen thermostat applied at every 0.1 picoseconds and the Stoermer–Verlet time integration[[11]](#footnote-11) algorithm to calculate positions and velocities at every timestep (*dt* = 1 femtosecond). It worth to note that the microcanonical ensemble essentially assumes the system is isolated and no energy exchange with the environment may occur, so that the energy is conserved. This (isolated system) is a valid assumption and implementation for current study because possible local thermal and pressure variations due to bubble formation are not that significant to results in an energy exchange with environment over system boundaries but only could create plausible local thermocapillary movements[[12]](#footnote-12). Furthermore, the timescale (duration) of such variations is at range of nanoseconds[[13]](#footnote-13) which is well below the threshold of thermal response in majority of materials forming nanoconfinements (thermal conductivity values in ***W***/***mK***: cellulose = 0.040[[14]](#footnote-14), silica = 1.31[[15]](#footnote-15), soil = 0.2[[16]](#footnote-16), [[17]](#footnote-17)).

We perform two separate set of computational experiments following equilibrating the system.

***Experiment A1*** – entrapped bubble in absent of pressure dropdown: We insert a single bubble of radius *R* = 1, 2, 3, 5 Å centred at different locations *x* = *α*×*L*/2, *y* = *β*×*W*/2, *z* = *γ*×*H*/2, where *L*, *W* and *H* are the length, width, and heights of nanoconfinement, respectively as shown in Fig. 5. Parameters *α*, *β*, and *γ*, all can vary as +/- 0.25, +/-0.50, +/-0.75, and +/-1. We perform dynamics under microcanonical ensemble (***NVE***) for 1ns as mentioned before.

***Experiment A2*** – entrapped bubble in presence of pressure dropdown: We induce a pressure dropdown by expanding the system boundary on the rightmost side as shown in Fig. 5 (middle). We perform the expansion every 0.1 nanoseconds, where each time the system is expanded *l* Angstroms (**Å**), concluding an expansion rate of ***l*** **m**/**s**. We examine ***l*** = 0.01, 0.1, 0.5, **1**, 2. We perform dynamics under microcanonical ensemble (***NVE***) for 1ns as mentioned before.

|  |
| --- |
| **Chart  Description automatically generated with low confidence** |
| Fig. 5. Schematic of nanoconfinement (top) as well as entrapped bubble experiments. Bottom shows partitioning of nanoconfinement for data postprocessing |

|  |  |  |
| --- | --- | --- |
| **ξ**  **Curvature *w*2(ξ)**  **local cross-sectional area**  **Curvature *w*1(ξ)**  ***w*1(*ξ*) = *α*1 sin(*α*3πξ/5) + *α2*sin(*7*****πξ/5)**  ***w2*(*ξ*) = *r*0 + *α*1 sin(*α*3πξ/5) - *α2*sin(*7*πξ/5)** | | |
| *α*1=0, *α*2=0.4, and *α*3=1 | *α*1=0.8, *α*2=0.2, and *α*3=1 | *α*1=0.6, *α*2=0, and *α*3=2 |
| Fig. 4. Schematic of nanoconfinement with irregular geometry (top) having a minimum equivalent radius of ***r*0** and local equivalent radius of ***r*(*ξ*) =(*w*2(*ξ*) - *w*1(*ξ*))/2** at any position ***ξ***, and three different examples (bottom) | | |

# Data analysis

For data analysis, we use a coarse-grained density field ……

We measure the density profile over a number of layers in nanoconfinement heights direction (***z*** axis) and width direction (***y*** axis), particularly because previous studies [[18]](#footnote-18),[[19]](#footnote-19) suggest the formation of several layers within nanoconfinements – the lowest being near the surface and the highest at the centre. The radial distribution function, (or pair correlation function, ***g***(***r***)) which reflects the molecular structure in terms of density is very useful, especially as it offers the possibility of comparison to experimental data extracted from X-ray scattering of molecular fluids and neutron diffraction experiments[[20]](#footnote-20),[[21]](#footnote-21).

We measure the average hydrogen bond lifetime as the time integral of the continuous hydrogen bond correlation function (***SHB***(***t***))[[22]](#footnote-22) given as ***SHB***(***t***) = ‹***h***(0)***H***(***t***)›/‹***h***(0)***h***(0)›, where ***H***(***t***) = 1 if the initial hydrogen bonds at time ***t*** = 0 are remained unchanged until time ***t*** = ***t***, otherwise, ***H***(***t***) = 0. If there is hydrogen bond in a specific pair of water at time ***t*** = 0 and ***t*** = ***t***, the ***h***(0) = 1, otherwise it's ***h***(0) = 0.

For the sake of data analysis and validation, a wide range of quantities are approached in literature, such as measuring the average hydrogen bond lifetime as the time integral of the continuous hydrogen bond correlation function that is given as *SHB*(*t*) = ‹*h*(0)*H*(*t*)›/‹*h*(0)*h*(0)›, where *H*(*t*) = 1 is the initial hydrogen bonds at time *t* = 0 are remained unchanged until time *t* = *t*, otherwise, *H*(*t*) = 0. If there is hydrogen bond in a specific pair of water at time *t* = 0 and *t* = *t*, the *h*(0) = 1, otherwise it's *h*(0) = 0 [47](#_ENREF_47). However, it is recommended to consider the radial distribution function, (or pair correlation function, *g*(*r*)) for this purpose since it reflects the molecular structure in terms of density, that should be very useful as it offers the possibility of comparison to experimental data extracted from X-ray scattering of molecular fluids and neutron diffraction experiments [48-50](#_ENREF_48).
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