GBDT梯度提升迭代决策树

1. 前言

在机器学习的有监督学习算法中，我们的目标是学习出一个稳定的且在各个方面表现都较好的模型，但实际情况往往不这么理想，有时我们只能得到多个有偏好的模型（弱监督模型，在某些方面表现的比较好）。集成学习就是组合这里的多个弱监督模型以期得到一个更好更全面的强监督模型，集成学习潜在的思想是即便某一个弱分类器得到了错误的预测，其他的弱分类器也可以将错误纠正回来。

集成方法是将几种机器学习技术组合成一个预测模型的元算法，以达到减小方差（bagging）、偏差（boosting）或改进预测（stacking）的效果。

Boosting其主要思想是将弱分类器组装成一个强分类器。在PAC（probably approximately correct，概率近似正确）学习框架下，则一定可以将弱分类器组装成一个强分类器。这族算法的工作机制类似：先从初始训练集训练出一个基学习器，再根据基学习器的表现对训练样本分布进行调整，使得先前基学习器做错的训练样本在后续受到更多关注, 然后基于调整后的样本分布来训练下一个基学习器；如此重复进行，直至基学习器数目达到事先指定的值T,最终将这T个基学习器进行加权结合.其中最著名的代表是AdaBoost算法。

GBDT (Gradient Boosting Decision Tree) 梯度提升迭代决策树。GBDT 也是 Boosting 算法的一种，但是和 AdaBoost 算法不同。区别如下：AdaBoost 算法是利用前一轮的弱学习器的误差来更新样本权重值，然后一轮一轮的迭代；GBDT 也是迭代，但是 GBDT 要求弱学习器必须是 CART 模型，而且 GBDT 在模型训练的时候，是要求模型预测的样本损失尽可能的小。

二、GBDT的负梯度拟合

GBDT的决策树有两种回归树和分类树，具体的决策树可以是CART或者C4.5生成。GBDT可以是学习得到一个强学习器f(x)，这样是通过梯度下降学习的，预测一个数值，这样的数值是连续的；也可以预测一个实数值，例如：10岁，20岁，5岁等，这样的数值是离散的；以上两种可以称为是回归时的功能。分类树是用于分类标签值，如晴天/阴天/雾/雨、用户性别、网页是否是垃圾页面。这里要强调的是，前者的结果加减是有意义的，如10岁+5岁-3岁=12岁，后者则无意义，如男+男+女=到底是男是女？要强调的是：不管是预测数值还是分类，在GBDT中都是学习残差的过程。

在GBDT的迭代中，假设我们前一轮迭代得到的强学习器是![https://private.codecogs.com/gif.latex?f_%7Bt-1%7D%28x%29](data:image/gif;base64,R0lGODlhNgASALMAAP///wAAAO7u7mZmZoiIiERERKqqqiIiInZ2djIyMrq6upiYmBAQEMzMzFRUVNzc3CH5BAEAAAAALAAAAAA2ABIAAATuEMhJq71XLEyX4GCIDSIgOJwwEGQJEo2rEFhhGK2LJTrAW4LAp4dZbHQEg8VwIHIKj14DNREgDgmEwmlhLBdaw8IRnXgrhSO3cp4oog+GkhGbBLp1SWMYehQoD00USgAKbRUHfCZ3FAllIGCCEoEYCFQWiRQKkhKHIJRVnhMJamwVBJcKAwkEihigZhkBZVsUng40EwS5IrASUG5eC4wNjwBTiLW/eQQIzs+8vgBGEw0DBg0GCAbKEkkVjLEu0gJ/Oj8mheYSAjylHNIACHkhCmoMYN0AAwv0GKoBCBjbV0IFBQQLeK3BoEGEhwkRAAA7), 损失函数是![L(y,{f_{t-1}(x)})](data:image/gif;base64,R0lGODlhYgASALMAAP///wAAAHZ2diIiIlRUVDIyMkRERJiYmLq6utzc3BAQEGZmZu7u7qqqqszMzIiIiCH5BAEAAAAALAAAAABiABIAAAT+EMhJK2DH6s27l9h3MNb4acuprl/6MYQFa8IQEIL1OGzHLA9Xj7JTIR6Wo6Zg2BSGHEOjIYQCnitsRUsJZEpfK4URIIklh/Dp0dC1KYhAQmOYnyeNwV1SZzliFX8VAgobhRQOVHiAPjUFAgh3hxQNB5CVBHYSkxScV1WdYxkKPAA4KgZqYp4IcwkKbaRdGgFjAW8VCXoTkQm1m5EnshMOZh4JTRK6FW8InhMDxtDGDWW5AMuDgA6/L90SBZoclrvY5dob0RbqEgvnAA48DM8Dbw9cHQjvzxvZF/xXVE3gx2kAKCHPrAEwkGMNIwQLCjyQ1u8cPzJ2gg3UMIkMLgCoQCb06ULCl8YEBChOIIBkwoOWH/wt1OQMwIFfDsQJCgRIQIEbAgQYUKDQpipLlr45UCBQwgCNC0sBeBC0qgCYMtMQW9AgkYAGUKd+lMBmBYNkOtDi2fANAEANMs+ywAeuhwCpCoI9tTCWBAK1DJ40tSATwF0jAhEM7uDihwQBoKZSZAqpwoIDUjlADPBAXGQNjiuE7hHCqICmYw0fgLlnQukOJirEBhABADs=), 本轮迭代的目标是找到一个CART回归树模型的弱学习器![h_{t}(x)](data:image/gif;base64,R0lGODlhJgASALMAAP///wAAANzc3FRUVO7u7szMzERERBAQEKqqqpiYmHZ2diIiIjIyMoiIiLq6umZmZiH5BAEAAAAALAAAAAAmABIAAATGEMhJKyXJ2kSqGJ1mPWJFDFRhHGXVFC3lNBSCxhKDU/o0ZLgEcAdoICYHwc6gJAIKN8GhgEjcRKxKVeGoDpqSbGIqMQwt2YlDKT2SJ4GyYrI4SgohgGChlTjSFQsdAWABeQxgeyIKV4EEBWkIPWEXgDxnFCwNVwY0Dg4PDA15lhIEhH4VLAxDhAUORTQUTGosCXFPYE8oC2AKQmUwFMB3DwhUCgiwFEYxpQQGTgCTIgQ6mArCOA6YGg8J2hMkOATj0hfdG3kRADs=)，让本轮的损失函数![L(y, f_{t}(x)) = L(y,{f_{t-1}(x)+h_{t}(x)})](data:image/gif;base64,R0lGODlhCQESALMAAP///wAAAHZ2diIiIlRUVDIyMkRERJiYmLq6utzc3BAQEGZmZu7u7qqqqszMzIiIiCH5BAEAAAAALAAAAAAJARIAAAT+EMhJK2DH6s017tLBVCJontuHrqyXgWUrd2oXTze7zPNuMoQKkEec+IpIzZEWTFIShNFpyRlSrBXBIEAQWB4O52XxoErAKMSjohZnt91v2Mkgm1voU1vsMChQeSZ7E4MUBQYbBW4GDQ13iiuQhm4Vh4mLjXcskiecSQ1NJp4go6MAAS8kqUgMAVIWB6smDw0VtJQTqBqxYq2vRLwrtzAIJwSyG8GAtRTDhAEJGgbRTg0DHNMsDqES27gACNDS1J/XSdkr3sQnCuQd6CjqE/ISAn8a9/OOE6A/WgUCilnIx+9AwAYHCLgjKIGhE3sbGDrYJ6EfCAb/AiJxiPBgwoX+Jg4I7JBAwcSEHTgaRIBQIQWHDAtoIvjBpIQ4Jwwgm8AQQbSStWzmshDgm8yIVzIIxWlCp5OePxUEnSOh6DoYQp0ipeATAFAAQqsSvRKAWYUE5iQUS2AV7EgQYQE4kIK2AjMEDiUM+AVgrxICgAML9pKirIa6hLy2VfA2JVW5fDckQCQBMT+1eftGJtFYGuG+ZudOsFwR8wa/FFADaODqrNe0EwQ0cdD2Ym0ABaiRpiD7NF/V1Vo/eW2ht9zbVW7nDqllNGze3FJHXiC4QIHBGsRVfbW88vPY0ScA12zkuYMwDBwOYPbAlAYEz/OlT7QT7EBcC8yjV8/evQX4FWT+ZoFl82lQQH0C4tBZBQ7k0wAnNGV24FYvpUbFEQ4JZ8BnIDwQCgILFPCAFHm1Qk1jMG1AnWAscljBABfyRJQUGwLyYYgjmkBaidqhGNKCzYRiwBoIgCjiKzyeGOB9ErRiFgBkTADPdoqNBMVmABCwxgQPbCkBPHgBcIBVDrhDj1zhFeEkBVF+6c4pI7BlZRQbaNmMlyCQBuYfY3ZjZpqckZIKNA4U02UFe4pJ5p8MNiFAAVwIIIAfwokpi0EG1dZgfQO8ZcBjyjiwQAMTCdBAY86c8SQSj0Y6qQKVKhOCAJlSsOlpnlL1gKS8CuAlaaGOWuqptqy6C5DikUPrC5/FqjKPsA2YiuqqqV5E2RfXXpbdkldkK4oF/n3TpLdckmusWBWiQBoD5HYQroJEOMTuJuC2IABVjOnV2aojIJAtA4qscm8asiBQn7ix4StQpxbwC86/AZ+w28B6HHwFEQCLmcVjHRjMhsUqNumDAGbk+NJKFSxwAMeaCEFFHQib4APMAJD8BV8KoMzmyoIsEMAD7rR8hdBuqMwxlCfQPIHSLKgQC60aGEsrnjSALCZfOcTsQgiYRl3cAVTTYXXWWm8NA9avRAAAOw==)最小。也就是说，本轮迭代找到决策树，要让样本的损失尽量变得更小。从上面的例子看这个思想还是蛮简单的，但是有个问题是这个损失的拟合不好度量，损失函数各种各样，怎么找到一种通用的拟合方法呢？Freidman提出了用损失函数的负梯度来拟合本轮损失的近似值，进而拟合一个CART回归树。第t轮的第i个样本的损失函数的负梯度表示为：

![{r_{ti}}=-[\frac{\partial L(y_{i},f(x_{i}))}{\partial f(x_{i})}]_{f(x)=f_{t-1}(x)}](data:image/gif;base64,R0lGODlh9QArALMAAP///wAAAKqqqoiIiJiYmNzc3O7u7rq6ulRUVHZ2diIiImZmZhAQEDIyMszMzERERCH5BAEAAAAALAAAAAD1ACsAAAT+EMhJq7046825IV2ofeJEGNVZrmzrvvBLEENSsEss5qyBVD6dcEgsxgYoyeNGSSgCiIRl4DACDIsBD0B1HQaVr3VMLgsNgcNE8Ks0HpjG+CEQbOUvPEVv7vv/F1UTDgwWASAWM1ZoSRKKLwMCFZGAlZZ+B1UOAWEBTBVLVgIKoJ8tDm2DqZesrTAJSAUEApxNhRe3g3Zrqx5ODQlqErlrBMECBAimFsTDrs/QIg+IAAUNpHtbFcQkDIJRLNPbYTcFDJLeGrUU69Hu7xIDfAAB2miSFgXYEmoF6wzCBEjpkG6Cvgr4DjQDINCCgkYSHsKbGC0AGIMBBEmgBbFatX3+ExK02TShYwY0FQ5eEGnBJACJFGBSnGnJn0YuIAEsyOmgioGFCvDJY3Eg58841DYsXEizaZkD7V7im6BAm84JCwMkeTBwQK8MXpldQMNEWFix45yqNUM2ZK97FLJMCMUOhT81IGAWQOASAIKLFOgCUAiAQC0HN/J2RFWB8drHQh4gmMrGgAEtFRI0gJIgwQMGWk0kLZzA2DprgxiMpiqMwiMADhYIcCBQQGvUk6bGm5rsK+TfGr7KIrAshAE4FwYgB1AaIYaoEo6HaO7Gwjy/wLNz8B0jgUaAEVs/TKr7yuDlmW9mGE/hwGj3Frhrny8fBg8sEhJog/UJyTZjrVn+YBUG/JVkFX7xzadggosgMgN1GZTHHA0jrMaBCq65VN+CawxAHA0WtrIhh0SMeIVLlrGSYktJGHCAPyCA846JJOpgImAWDGQJjpnxw1BOsDXSkIAIFGnkkTq2QGONMHzlAEv59XVFkhw8uWSOUhqg4wJUAtDAJ1Ky4MADZJZpJmCrBKDmmmy26eabcMYp55x01gnnBF89hE8QGgyogZ4u8JnBFuCl9cyVTCoJBEizbFCHcUCW0KgGj/oTxgIN+HcWkUd22mUJiCa6wip7ZRqSRsjINsBFBfiZDwKmuuBdMaqymgMB163qyEthjhGqqCL0QiGeLUqCAAEH7AkHFp3+FvnJsC7wFZ2xyCo7oQUPaISbJb+yFaIGGBrRi2yBdaSAKdJ1QK4EGx6wQIAPmIsueoZee0m3F9JgQwmubiBoEb18SQEC6jXTaggCXzFiMAMXnJKrBsiBCHvcjuGfEsVdkcUWXbQghrj1ModPHQLA8SI/YPjQrDJYSdDqAurlGGACI9dhclk8xkWAIAVWbAQarbFxAR27SHBdCUfHsIoBPF0kkDGTchHzWPsswIQAq2bdGsODOF1aaVN17BS+GtxESEuhiQYDJQC3N+CGNLo7l0cacI3nBmT/IZmEQmQCG3SjlAKDY0L05nIWAfLD90aJX9DqAK3JlvEEBzwAc3vgizPUOLAbwGKALLRQoKUCwLS2EDLHJDO5M2O0+ilDKGZOgetDCBA75yWI4/I12I7WzMnmoDP1BNDhbjwgQ7EzYEEu55TQ6V3KdPz0flg0e0ZARKVSjl+5JD314FthEwUDAFkUEEx5+W3I4bc/BFQVBDXFV0y1NVg8vqXv/v4t2M+cb3/B1icIYxgJIKYwvGpM3vjHQIbw5TKuUkDjXhOb2dTmNrmSXQM3uIHhrK546eIAhCaQNA6aMFDnIdDw4kcCyq3vhDAMgWrsJqAO9ExjMczhC0qTM9G98ALh0iEHIgAAOw==)

利用![(x_{i},r_{ti}) (i=1,2,...,n)](data:image/gif;base64,R0lGODlhpQASALMAAP///wAAAO7u7piYmGZmZoiIiMzMzDIyMkRERNzc3BAQECIiInZ2dqqqqrq6ulRUVCH5BAEAAAAALAAAAAClABIAAAT+EEgxpL04672H2BQnjmRpnqiXEWg7Cs/GunRt3zBWGHfvFJkdpqHoYQQIR2lQICSNt9/lAL1RMdeLIFFNMAYB5UgFSAQa1Vp2UEnTCmgL280JkxY8yWNBb8ElCFx9KAYxFoGDGXYjCm0ADAGJJoUSRUMDDA4NAw+CJA0FAwlMjowXlhYOAzNuiyd7kqAFFJxip5UYDlwJCmgKeS+6ARUPDCaRFqgAIb90riUCZ4kCwm0NWRaRCXwXcQ7KEg3GG0oN3BcGH+HjFgvq2xdKZjIP9fb37BrPJAhAieXnCiDI4A6eBgaGtJAgkE/CAU/qLriTYPACA1Zp9oko4E8SAIb+Fh50bCdAADgLB0qdUGArmakJJ5s5aykClMdktgJ4cgng5DKdEsQUSLhhXjwCB2YBGJpBGThzAGhKIHCvajERGjWosjCSjlEAUGlaQhS0CBgJBrhUmFjmQUQJA7BJ4AgXAFu0RMlKYGCsq5FnCdxiMEDAgeEGMwK/bftOMGOKjuVkATmSEoA5aAk0MCCuga0EWQw0wvAlAwJgoHXEgVuKMBkjAhggCHCAQR7RKhUE2L3bEO7BMkXfDj7aoiMDDJRyjYPEROluJZQ9R3lk4E0Oq0tkd7G9BDbbJdyV6p5BAJU24lOpfATs+hAU5E/E57D1AkYOyT0pH0FgQJ78E9whZ4GA7u1HgoF+LPaCgCG0MN8Jrx2x3nUPZlDhCBdi8FoEADs=),可以拟合一颗CART回归树，得到的第t棵回归树，其对应的叶节点区域![{R_{tj}}, j=1,2,...,J](data:image/gif;base64,R0lGODlhhgASALMAAP///wAAAHZ2diIiImZmZlRUVO7u7kRERKqqqszMzLq6uhAQEDIyMpiYmIiIiNzc3CH5BAEAAAAALAAAAACGABIAAAT+EEggRiCCFGKm/2AojqRnHEopNQ6BqjCsEBb3HYRXxWUS8KqHoBFIlRodwCOAADpBh0KI6UEEEs8QNksqqgZbQGHAzQYaIMXPU1iU3zFvaYGWCNZwWeABEjA8BAthXAoNNnkfcjxjiDA7IAwFCA0FDA55ClgFdY0SijAGVJ0kDDkgVxMEnBIJSRNkJE0AA7IgGgW4ubkCXUYxB5ejI6G1E2oeRB8MfB7MJaGunZ8lDsHCIlbRdn+peBJuWQqwwtMjCNbXIQTcHwO8EwzjM5ZJDQKDIxkjt7q67yLlQhSagG6UggXMFhQEEMoXAAYHlKSoNgGBAQTvHhTQBq+YNIedGrUlIKCgJAJTIT+kVLJRwsqVElrEZDfBTwBJxhiwkHAgTAcCshLQCQFtlAEBBwIwuMdqqIcFAaJGlQJA6KqqgppuEbrVqQQDDVj8ewLOw7IqAselA+GxRFsgb98Y+LOqrIS3GNZig/sm7htVYRJEJOjKgKAHCzjqdaBYBOMyj/XGRFfshCFnkivyLeO3Ea+zmUOLLnOgQefRqBFFAAA7)。其中J为叶子节点的个数。针对每一个叶子节点里的样本，求出使损失函数最小，也就是拟合叶子节点最好的的输出值![c_{tj}](data:image/gif;base64,R0lGODlhEwAOALMAAP///wAAAKqqqpiYmNzc3GZmZnZ2djIyMszMzBAQECIiIoiIiO7u7rq6ukRERAAAACH5BAEAAAAALAAAAAATAA4AAARYEEgxhCAya12MPN4mDkeGmMymSMkgAgemYUQgb8kLIMFGNIXDIgUYGE4AxW2BWSwyAoYgRDAMrkQHEpAqCHQsUQzMKLkyOTCgMNgiHOqXM67xjOkSRyUTAQA7)如下（注：这里的c代表的是未知变量，其求得的使损失函数L最小的值是![c_{tj}](data:image/gif;base64,R0lGODlhEwAOALMAAP///wAAAKqqqpiYmNzc3GZmZnZ2djIyMszMzBAQECIiIoiIiO7u7rq6ukRERAAAACH5BAEAAAAALAAAAAATAA4AAARYEEgxhCAya12MPN4mDkeGmMymSMkgAgemYUQgb8kLIMFGNIXDIgUYGE4AxW2BWSwyAoYgRDAMrkQHEpAqCHQsUQzMKLkyOTCgMNgiHOqXM67xjOkSRyUTAQA7)）：

![c_{tj} = argmin\sum_{x_{i}\epsilon {R_{tj}}}{L(y_{i},f_{t-1}(x_{i})}+c)](data:image/gif;base64,R0lGODlhGwErALMAAP///wAAAKqqqpiYmNzc3GZmZnZ2djIyMszMzBAQECIiIoiIiO7u7rq6ukRERFRUVCH5BAEAAAAALAAAAAAbASsAAAT+EMhJq7046827v0kQJGRpkmIqCl/rvnAsz3Rt394gOh0xPKIDbkgsGo/IpMshWnwYhgBCSa1ar1glIyRtCQo3xiDrErsGDCWazD4iRAqXIV0Dtz32FuOh5d//Agk1UQF+RAYKhQYWC1NEDAULeTKNMA1OSZd/dwwENgcrRgc8F0JFDgJfNaYwrEium7EwWyKeRAFjFgO5QwwBdDS7lCwbAw3DsskwAkFEDQG2FQ7ROAJxNtMyCIYZxtrcAgOp1EkLC+KmAuc+5xRQAwWRAAPmYj8N9g+OAA3wE+oL8h1rUUDEpEGCQFRAoEqCAG4coCg4YGDgjIQUwlUM94AcBYz+3SxqCDfu44QCiwBQrOIg1wM+DBoQwAXgQUoABBSk8YVPJk0A1nINIGUmwZSYM3MJgNUhUQCRNA4cnACyqCObL1reAMnPE4EELIxmCMDB2waUElZOIDuP1T4EwCRcq1Dgpd27WHWxejDmmLVSvH75nTtgrgE/x2ZKGDxhAakWM0fEleGLWIWcFBKzBZBgoICbG8ROgNvjMc65DhdzBQoagM5iUPWOrvA6AS8KB8h5jGGbajS0FZ7RaTAXeM2bWicYmGT8AaYzO2wwm+wVtYTDEt5MmJzBV4XcZRFRwHwBewXur+nePXDgbmvOt2l3gqbQyExbCEB2ZmQ4z34J//n+Qo1oAFpEHwxAWDZDAdYhcNRqChCzAFMcEFfBahiQJ8EWGBwQHwYYVmBWhgcqpN14DRRwQEASDGDAPhTUhZd7FpwIgGP84LQZBeapRIxiEgDZVo5AxTGQkH/F1sGKNyhwkH8W/CKBAyktAFEGVk6Q4orcWaAhgBcIuJgEWV5YlpKj7YiTSa5Fs4An5vzDwGdb7bTSGANQKAApOtiS5wRDneQEJgYsgsmfEqD13AcvhRGAgvJMSY6UMx0zRnoEPNBlTYvG2YN12ag2D1sIeHJpXNucuYECbkaTKk4G7LIGAA7sk0YBCs7QgAHjOJdGrBgYsIA6GAF7HS8ICEsHAgX+zGosAMmy2IIBFMJArSIGOBACMMJQ4KKLmxHgVm8XKCBSrY0Vqq6wE3w5D7K4MsSrReJWMKyqGhAQ6y5x3ZvBauBt0uMmhW1qBAOmUYDjsRXkupaZHriLsAfPptXBiC9Uu6EQt4WYhYeyNJDAbkm8SNVA5k6g0225ptGAaQxw/KkFJnOwspYfhilDP2cN8FbCV1DrkMZYfIUmBgwYTNCGdizH45uNTWZbRXT5XGFBUMfYgbC2QKLFVBx4SsZn6rzHBgMK5KwB2LMI9e0GDse6KA5mtDArEndvrRLJylyh1gc/9C344LSKQzgbjX6Q6VOHN+7440UgonQn8oISgHXdkGeu+eYZMKPC56B/bjbnpJfu+ALrpq666kqb7vrrsMcu++y012777bjnrvvuvPfuOxWZJmBOpL8Xb7wLkqjs8PHMNz8BKic7Lz3t4eAqdnCWHUjP9NzDPmdNxjj8cjRf0aMAjN2nXzqrClMFY+D8uMJN3urXr0yI5Q9gC1+LzbWH/QAcXCr21BUx2CFmtHHEhHBCgHhMQV4BjOAdPvMtFhCggf84h0ywFqSWHKMAtvAE0CRIQja8iG8Y4AF+RlfCFlahWa2zAK5ssYCjufCGjRshDnc4OL6ojYc1iAAAOw==)

这样就得到了本轮的决策树拟合函数如下：

![h_{t}(x)= \sum_{j=1}^{J}c_{tj}I(x\epsilon {R_{tj}})](data:image/gif;base64,R0lGODlhsAA4ALMAAP///wAAANzc3FRUVO7u7szMzERERBAQEKqqqpiYmHZ2diIiIjIyMoiIiLq6umZmZiH5BAEAAAAALAAAAACwADgAAAT+EMhJq704663LCw0njmRpnmiqYoixvnAsz7Oi0Hiu7zDj8MCgUBgYGo/IlIORbDqfFBt0SuUdfodCdcuFJRCDX3dMLpvP6LR6zW673/C4fE6vYw6BwGHP7+/zgHkIdoQaCXkuHAIJA3lMhZAWBnkhIwQKAVqROgQJHAkEOQR4mSUID0OdT6AVAgOhIqgcBAM6BXkLJgqwQLJOtBQFBgcjDZocDpU4mAG1vwoLzYMSxi/QAQ8KDwMPvBvJFGAjj+M7DIJQDM4T5CsGvgDQJO0Dnp/2xdM4o3kCTwH4ACQIqCKAPgAISolooO+APw4GHo4osA5HwgDtjjgIIBFARBj+GysMIDbRmYAsCBhpIBkugQIHKQd0ZJnjAzYVKREg6MhBAU0APxG6hMlIIgIbBxW0e5ClBMkETT0SpPDTgb+Tg6JKKMIjWgAxJrJJYHBjHjygFawCwApUk4GyFdTFZKCMBNe3ExboK8BLQK5wEhwElbDA24RtAxIrVgx3g4A8Bwx/IneMb4W/EwgYpOC3wjTBFZRiUAjgAUHLFDATDsVxQgBeDCR2vqCgYmrJNA4FSETiwFQAsVt5fs1ZdRTbB94qCBhywqG4PHkWLsASQTuaozAw+I02SKODilpbGFzhgfHsF7ZT0HwsylKuE8hTBdBgnYEQDhw8oMtrsOaHYEn+QB5iiy3WGAd0mXBLK/rxJ4FL7QGwwFndVfBfYFvhtkBjDGDWYAOwQFgBMeptJUABPzRQl0cSgfYcAAV0RJF3to2wgEQN+KPiBAgQcBRnm1XwUWDEvBijBA+AB4BmATLgggApKtPjjxPMeOMEy9ljQIQDVZlkAUchECB9StIgGgoCZMmKR8eEkqQEl5xjAEFdSuABAmAqIGYUX7CilDQTLJFAJVtmVtpBDG0QFAG8iZARDgkURkNQwc3SqA6UdvSohUwQpECEGTjAXQyC8fQCAZ3ON8KnPKAqkKqBjXpYAqBSeAEBtspw0pgbEIBbebRWeekGucpgWmW84bqCKhuprCnKArJeUKwGO5LA7BDVCvRrG2SZoFIJN1RKRrimzpFYCa58ZcKcZW7BLiTQbLvkiUedE4BxmxByUSD89hvIgfna0YANBBds8MG7BKzwwgw37PDDEAOB7wUCDBvxHOVW4NLEFy88W8dziKgIxyCvMeUNuBaY2EMfl/yGm+22QrLLaoirQcs0u0ESLSrLJAHOOa8hjAj6gZBx0GVkizS8wB29tBzvPq1BBAA7)

经过本轮(第 t 轮)学习后得到的强学习器的表达式如下：

![f_{t}(x)= f_{t-1}(x) + \sum_{j=1}^{J}c_{tj}I(x\epsilon {R_{tj}})](data:image/gif;base64,R0lGODlh/QA4ALMAAP///wAAAO7u7mZmZoiIiERERKqqqiIiInZ2djIyMrq6upiYmBAQEMzMzFRUVNzc3CH5BAEAAAAALAAAAAD9ADgAAAT+EMhJq7046827/2DYDAERnmiqrmzrvjBmFHFt33iu6wiy/8CgcPhKKIjIpHL5CzCf0Kh0o0hMr9gssafter8rxpHRAJvPaMvC4Dim3/C4fE6v2+/4vH7P7/v/gIGCg4RZDAEBDIqLjIqIj4gGhZNeC4g0HA8LDohWlJ9YBYgmHgIIAWWgIAILHAsCaayusDACh6ggBgNAskqvKrscAg5pwRvDNQ2IByEItDrGScgYAgME0RMEqRwKpDjV1yzaHt01pwHE0ggH6JIS4yvrAQMIAw4Dz9zeFQUGuheePAS80e/fioEcELpIEGlJgnQTFKIoEG0dCIkCAuSjsKDVBwL+7mxk3IiiIwiQrtx0sIXogZIAHiWYbBEgJAADuDygrGCAGYYCLj80gFijpwugIIamzNUpiYIAQSUgZfG0ggMGSYmaOpAAgUoKWHku8GpgU1QAYWNs7foVRdoJZcmaBbsUBIl5K8r6O7sBwVu0FuIqKOsgqoEeNhEMHEAmxF8ABWJa+KvA5QMGkhpPcEJQsgrKljGj3QaAs4YFbTuwC5DaAz0JXT8kwAYawOXMqQr4sPCQcIJ9H0xP0CyhAa0HPuFKUPBYwgGSEuw5mE6d+u4MxAEY7/AAk+3kEtwxx/B8A+oTDxAxgG4+4LbtFMBntImc5/K/ijHkBDDAM/wJ4Dn+l09GFSQQVH0XIEBUfOytQCAFBrpikQQIWqAgeSRJN10CD1nngSUBePcBA57BxtdZOOVTYQUXgqUbApJVNYElBZ5oQXkTKBBgWrZgkECJEjTXgo4VCGlBhT0CBCRg5rXWASc2cQfVBUZGF2CSvEmWEWkT5DcBCUV28BcBECkwwG+0NJdRUG0ZqWF1HmZAZo5nEtDgBCuqOSUAbdZ1wm8nKFPBA2aiKRMCpB2ADZMVrLmcBBpdcMB1ACSQXKF2HsoloxI4sA8B+0zFJ1Y0aneWUjZ4SgGoHqwo6nilNnDqghecd8J0KRwQFQEusRqeAIfhWZMFr5LKmazRRQlARl/+JUADoQD4ehOwlGq34AFfFUDaTNoNYEADhxnQ1k41YEuBttn0oC4C3qzI7Qjfhjuusmo4qYGXKDwAY0e0oCsBLN4uq1iInr3rLbgIiEsBjGXBMrADIVWxACn+LstflORCGiYFAoiYEA7CcbrBih1f1IGtHyyAIwyPRXiMxza0zFdAsCggogBWSIYoOUuqUPPNOXMX4M4dKNAzxyEwx1cLOAMgWZULb1pL0MNVYPRwY7XVH5eLXlBNzFlXsDU3JPBKQdcWfG3DZfZ6feeXC7wHcwZovzB2cTdXNHEpR8v0NgowAudCL6f9fYIAB/RtQd0bSCuM4jA4/osqWcQGwiafJ/jg8hWaL005Frh+8AAnbf+0hhaR0fv5FOvcKcADCDMUQICr1/4DTpDkrnvu1druOw4ErCv88MMb/vvxyCev/PLMN+98GrRf0N3z1K/geQVjRV/99i6syP33GIwl9ZHagw++AdQu+yZ1B5ZvPvcAqz6o++9zv7kG3tf/fljDwDld+/oLYAPmZgEzleB6AXye4xLIQAtVCoENTGDqqhcBADs=)

通过损失函数的负梯度来拟合，找到了一种通用的拟合损失误差的办法，这样无轮是分类问题还是回归问题，通过其损失函数的负梯度的拟合，就可以用GBDT来解决分类和回归问题。区别仅仅在于损失函数不同导致的负梯度不同而已。

三、GBDT回归算法

基于上面的思路，下面总结下GBDT的回归算法。此处不讨论分类算法，因为分类算法的输出是不连续的类别值，需要一些处理才能使用负梯度(定义损失函数时处理，我认为没啥区别，其本质是损失函数的设计，因为分类问题不能一步步拟合“残差”，以LR的对数似然函数作为损失函数来拟合“残差”，其本质是用类别的预测概率值来拟合正确的概率值)。

输入是训练集样本![D={(x_{1},y_{1}),(x_{2},y_{2}),...,(x_{n},y_{n})}](data:image/gif;base64,R0lGODlh9gASALMAAP///wAAAHZ2diIiImZmZkRERLq6ulRUVO7u7piYmNzc3DIyMqqqqhAQEIiIiMzMzCH5BAEAAAAALAAAAAD2ABIAAAT+EMhJq70Yo5S7/0CCgNNGnqSIrpbJvpgKzxVB08iB2jec9yce0KezCAYBgZJQMAwpjseTZXCQotNVNYvBcrVWS6EoQQw408UXpQa112445S2PWwLoiSEwGibydRkODB9/gR6DdYaHH4kUe30lAU5DBQqMGQ9kGZaYGJp1nZ6ZmwBHFgp4Tw0WDAkCBq4HlycPDEIMpRasHrwUrrCytCS2uLoVvmvJEsCxCbMsxRO5H8sLQnqTqxUGlwoNhA1SJCbiEgcCHgHV3N7gAObkHPHo6nXL3QDf4eMn5eP17FEIQKiCgHUXCBxYyLBhOlQDKhQ0sExfAQ9OUk1oQEnBRQv+AyJdUBDxlwSKEh0IwGYhI0J4ThioZAkgJBySEk9WPOFyI6UONk/yAXkMBs4LAkq9KukhqYQHCJdeCIrhqJFNCMIEzOAUAFQAWc89nECVi1WDRU90/fqB6qkKCYYOQbATwAJAEs5mGFDQwRu9EuqWqHv3UZsEdKb2VWPgcGLBQOhiKEyDrwS/IJINGJuXYwaFDUNzprATQQBaPwFfkFtgrGrIgS+YRp1Xwkp1fVrXNsUSdo/Sp0+CVWkgAYFhGVinywrLOHJ4kn4CMDBAeqVhKOM+HXZWwQGREoamSs10Aqi838VgZ6Xd6/MBtLyDByBeGwX4FM7rS09BPvo+/u3+N58o07GH0AOXEBKAFALkEeBAI4wHgIIMAnKeAAsEgM5KB4TBxSJeEcCALQIwIN1ZDzSAVwgNHtRfeZcV5JWKFoD4gIgkmljBAT+luOIrr7x0jnWOzIhXiuMg+VQ8PtaYx40jMlBijx8d0E+TcLX40gNV9gNAkZ4g8BEIgMlogQNj6gOjXa20kCYiUiBnZgVoQhHnHG3OMCdYbwoSRkV7TlDnZX9WkJgnAnjZQZnIUFLdi9ysGGiiIDDAAAIKeDhhoxI8ysylmeohKQ2TKopBAVIYMIt0c3pW00+oTrfqSSt6QtMFBhAQgAPDOCASAjzcpoeuvJZBk68Y3FpBKgFENDsWsiUEKwSzzhp75nwnQGuBshV8lAMg2oIlLQXeHoAGsKO0UGulTjZYyHyBlrHuB3v+4a4HMpikZwYuwFAvkCDkGwEAOw==)， 最大迭代次数T，损失函数L，输出是强学习器f(x)。

　1) 初始化弱学习器（这里初始化一个c的值，通常为所有样本点的平均值）

![f_{0}(x)=argmin\sum_{i=1}^{n}L(y_{i},c)](data:image/gif;base64,R0lGODlh0wAzALMAAP///wAAAO7u7mZmZoiIiERERKqqqiIiInZ2djIyMrq6upiYmBAQEMzMzFRUVNzc3CH5BAEAAAAALAAAAADTADMAAAT+EMhJq7046827/6BAIMoyPGCqrmzrvjBsAEEDIEus73zv/5lGQeKwAY/IpBJJIEgYy6h0St0UbArHQ1Hter++IUDgyIHP6LR6zW673/C4fE6v2+/4vH7P7/s3DAEBDISFhoSCiYIzf41eC4JiGw8LDoIJjplVBYJOHgIINZoUAmYaCwKjKQKBoh8GAyylQKgvsRxkqikNggcpCKkqtz+5GAIDBMMWBEYcCp6NBlC/gg4xCAcBDgjLzT/PGAUGsBmYH+aNAigqCYsxCZIV6EfzEwIBwRgLph0EjLqfWq1zEYDfhH1K/Fkw4EtDgYEdGlgD+OrSCwUBIE54qEQiKWz+CUhkmEbBwAISJrVQIKmjyQID5gwQWEBp5kcTyCQsaFKqkoKeRSaUGCaTAFAuGgYIUqYCAcuVFRqQk2BgogeT4yA+BVDAoIWnClA8YDCDgbcAPLoSsSYgbEEA2yY8OJDqHpe2D94CYGhmgZhZZse4NQOTQ7YASFckYDqBJWAjcT0M4AYgJAW0FQJLaDAT2twKjBRslUD3wgAHqFOrplxhAboyALgwvJDAFL7YexsCWKAbwUQueSXI1k0gHoa8g/KFCPCPwmehAII/QWqA9QXXE7wBKG0PswRzCKPrruAbA3cYDEwxGDjZAsZgCsa3J8Ja7QQEyubDhXYq0goDtzn+J54F5QHAiz2AeDXBebHplsVmf41WmYIASKhCXus0wBIDiU1AQG/KcNgYUvdo5Y2IEmTkgSXNfTDAeAbawIoFBzBCQD0ZYDhSBQRY1aMEYzV2QYnCZYbBaaolad1m3hWHm3TkWZXAP1BCiR11viAF5WwdlsMfCAcwNcxWARZA2Y9BeAckVBQ4AE0yQHrHkXBQQLIZRB7pwEBdluWA3UJiQDLQn7tJkpMnCHDjCaHtfXkBarIwR0FOEsw5wW15cZEDdw84oNx2AxEwUJ4LJoamhgeZ0sAABkiFgAFdKqSDAq8a0KlRN1CIgD8EsITDfaruGsyqteSanbAbIICjB8r+apNoAYHkE95BOIQiFzoaGvQADvsoJ+ulFCgghrj2GLfBsl0U2AVvn/IggLkSOCnBryWdgyC5FJhj033aZVCCGrV5IZpGPiDQDIoHJEYXPy36q95JXTZQrQWMDVmxFMpSha4SY3W5gQDtdnDLMfMqs2uoIVtAMrCOajDLBsV6UZ1MS0ohwAEUZnAxLn2dlDNVHsRM0RqWgVDJ0EjrAOkHnSKW9NMtYJOyBOq42k4AMEKtNQcAKuL1117XvPXYF4yQ6Nlop6321GS37fbbcMct99yjVMfBA/DS7TbbOmGj9993Zw342GhOIvjgUG8KMpJJrvMc4m0/sLFzh0OeNL0Zhlve9sJkJIma45VrTtHJGyiglKiipz5HBAA7)

　2) 对迭代轮数 t=1,2,...,T 有：

　a)对样本 i=1,2,...,n，计算负梯度

![{r_{ti}}=-[\frac{\partial L(y_{i},f(x_{i}))}{\partial f(x_{i})}]_{f(x)=f_{t-1}(x)}](data:image/gif;base64,R0lGODlh9QArALMAAP///wAAAKqqqoiIiJiYmNzc3O7u7rq6ulRUVHZ2diIiImZmZhAQEDIyMszMzERERCH5BAEAAAAALAAAAAD1ACsAAAT+EMhJq7046825IV2ofeJEGNVZrmzrvvBLEENSsEss5qyBVD6dcEgsxgYoyeNGSSgCiIRl4DACDIsBD0B1HQaVr3VMLgsNgcNE8Ks0HpjG+CEQbOUvPEVv7vv/F1UTDgwWASAWM1ZoSRKKLwMCFZGAlZZ+B1UOAWEBTBVLVgIKoJ8tDm2DqZesrTAJSAUEApxNhRe3g3Zrqx5ODQlqErlrBMECBAimFsTDrs/QIg+IAAUNpHtbFcQkDIJRLNPbYTcFDJLeGrUU69Hu7xIDfAAB2miSFgXYEmoF6wzCBEjpkG6Cvgr4DjQDINCCgkYSHsKbGC0AGIMBBEmgBbFatX3+ExK02TShYwY0FQ5eEGnBJACJFGBSnGnJn0YuIAEsyOmgioGFCvDJY3Eg58841DYsXEizaZkD7V7im6BAm84JCwMkeTBwQK8MXpldQMNEWFix45yqNUM2ZK97FLJMCMUOhT81IGAWQOASAIKLFOgCUAiAQC0HN/J2RFWB8drHQh4gmMrGgAEtFRI0gJIgwQMGWk0kLZzA2DprgxiMpiqMwiMADhYIcCBQQGvUk6bGm5rsK+TfGr7KIrAshAE4FwYgB1AaIYaoEo6HaO7Gwjy/wLNz8B0jgUaAEVs/TKr7yuDlmW9mGE/hwGj3Frhrny8fBg8sEhJog/UJyTZjrVn+YBUG/JVkFX7xzadggosgMgN1GZTHHA0jrMaBCq65VN+CawxAHA0WtrIhh0SMeIVLlrGSYktJGHCAPyCA846JJOpgImAWDGQJjpnxw1BOsDXSkIAIFGnkkTq2QGONMHzlAEv59XVFkhw8uWSOUhqg4wJUAtDAJ1Ky4MADZJZpJmCrBKDmmmy26eabcMYp55x01gnnBF89hE8QGgyogZ4u8JnBFuCl9cyVTCoJBEizbFCHcUCW0KgGj/oTxgIN+HcWkUd22mUJiCa6wip7ZRqSRsjINsBFBfiZDwKmuuBdMaqymgMB163qyEthjhGqqCL0QiGeLUqCAAEH7AkHFp3+FvnJsC7wFZ2xyCo7oQUPaISbJb+yFaIGGBrRi2yBdaSAKdJ1QK4EGx6wQIAPmIsueoZee0m3F9JgQwmubiBoEb18SQEC6jXTaggCXzFiMAMXnJKrBsiBCHvcjuGfEsVdkcUWXbQghrj1ModPHQLA8SI/YPjQrDJYSdDqAurlGGACI9dhclk8xkWAIAVWbAQarbFxAR27SHBdCUfHsIoBPF0kkDGTchHzWPsswIQAq2bdGsODOF1aaVN17BS+GtxESEuhiQYDJQC3N+CGNLo7l0cacI3nBmT/IZmEQmQCG3SjlAKDY0L05nIWAfLD90aJX9DqAK3JlvEEBzwAc3vgizPUOLAbwGKALLRQoKUCwLS2EDLHJDO5M2O0+ilDKGZOgetDCBA75yWI4/I12I7WzMnmoDP1BNDhbjwgQ7EzYEEu55TQ6V3KdPz0flg0e0ZARKVSjl+5JD314FthEwUDAFkUEEx5+W3I4bc/BFQVBDXFV0y1NVg8vqXv/v4t2M+cb3/B1icIYxgJIKYwvGpM3vjHQIbw5TKuUkDjXhOb2dTmNrmSXQM3uIHhrK546eIAhCaQNA6aMFDnIdDw4kcCyq3vhDAMgWrsJqAO9ExjMczhC0qTM9G98ALh0iEHIgAAOw==)

　b)利用![(x_{i},r_{ti}) (i=1,2,...,n)](data:image/gif;base64,R0lGODlhpQASALMAAP///wAAAO7u7piYmGZmZoiIiMzMzDIyMkRERNzc3BAQECIiInZ2dqqqqrq6ulRUVCH5BAEAAAAALAAAAAClABIAAAT+EEgxpL04672H2BQnjmRpnqiXEWg7Cs/GunRt3zBWGHfvFJkdpqHoYQQIR2lQICSNt9/lAL1RMdeLIFFNMAYB5UgFSAQa1Vp2UEnTCmgL280JkxY8yWNBb8ElCFx9KAYxFoGDGXYjCm0ADAGJJoUSRUMDDA4NAw+CJA0FAwlMjowXlhYOAzNuiyd7kqAFFJxip5UYDlwJCmgKeS+6ARUPDCaRFqgAIb90riUCZ4kCwm0NWRaRCXwXcQ7KEg3GG0oN3BcGH+HjFgvq2xdKZjIP9fb37BrPJAhAieXnCiDI4A6eBgaGtJAgkE/CAU/qLriTYPACA1Zp9oko4E8SAIb+Fh50bCdAADgLB0qdUGArmakJJ5s5aykClMdktgJ4cgng5DKdEsQUSLhhXjwCB2YBGJpBGThzAGhKIHCvajERGjWosjCSjlEAUGlaQhS0CBgJBrhUmFjmQUQJA7BJ4AgXAFu0RMlKYGCsq5FnCdxiMEDAgeEGMwK/bftOMGOKjuVkATmSEoA5aAk0MCCuga0EWQw0wvAlAwJgoHXEgVuKMBkjAhggCHCAQR7RKhUE2L3bEO7BMkXfDj7aoiMDDJRyjYPEROluJZQ9R3lk4E0Oq0tkd7G9BDbbJdyV6p5BAJU24lOpfATs+hAU5E/E57D1AkYOyT0pH0FgQJ78E9whZ4GA7u1HgoF+LPaCgCG0MN8Jrx2x3nUPZlDhCBdi8FoEADs=)，拟合一颗CART回归树，得到第 t 颗回归树，其对应的叶子节点区域为![R_{tj}, j=1,2,...,J](data:image/gif;base64,R0lGODlhhgASALMAAP///wAAAHZ2diIiImZmZlRUVO7u7kRERKqqqszMzLq6uhAQEDIyMpiYmIiIiNzc3CH5BAEAAAAALAAAAACGABIAAAT+EEggRiCCFGKm/2AojqRnHEopNQ6BqjCsEBb3HYRXxWUS8KqHoBFIlRodwCOAADpBh0KI6UEEEs8QNksqqgZbQGHAzQYaIMXPU1iU3zFvaYGWCNZwWeABEjA8BAthXAoNNnkfcjxjiDA7IAwFCA0FDA55ClgFdY0SijAGVJ0kDDkgVxMEnBIJSRNkJE0AA7IgGgW4ubkCXUYxB5ejI6G1E2oeRB8MfB7MJaGunZ8lDsHCIlbRdn+peBJuWQqwwtMjCNbXIQTcHwO8EwzjM5ZJDQKDIxkjt7q67yLlQhSagG6UggXMFhQEEMoXAAYHlKSoNgGBAQTvHhTQBq+YNIedGrUlIKCgJAJTIT+kVLJRwsqVElrEZDfBTwBJxhiwkHAgTAcCshLQCQFtlAEBBwIwuMdqqIcFAaJGlQJA6KqqgppuEbrVqQQDDVj8ewLOw7IqAselA+GxRFsgb98Y+LOqrIS3GNZig/sm7htVYRJEJOjKgKAHCzjqdaBYBOMyj/XGRFfshCFnkivyLeO3Ea+zmUOLLnOgQefRqBFFAAA7)。其中J为回归树 t 的叶子节点的个数。

　　c) 对叶子区域j =1,2,3,...,J，计算最佳拟合值

![c_{tj} = argmin\sum_{x_{i}\epsilon {R_{tj}}}{L(y_{i},f_{t-1}(x_{i})}+c)](data:image/gif;base64,R0lGODlhGwErALMAAP///wAAAKqqqpiYmNzc3GZmZnZ2djIyMszMzBAQECIiIoiIiO7u7rq6ukRERFRUVCH5BAEAAAAALAAAAAAbASsAAAT+EMhJq7046827v0kQJGRpkmIqCl/rvnAsz3Rt394gOh0xPKIDbkgsGo/IpMshWnwYhgBCSa1ar1glIyRtCQo3xiDrErsGDCWazD4iRAqXIV0Dtz32FuOh5d//Agk1UQF+RAYKhQYWC1NEDAULeTKNMA1OSZd/dwwENgcrRgc8F0JFDgJfNaYwrEium7EwWyKeRAFjFgO5QwwBdDS7lCwbAw3DsskwAkFEDQG2FQ7ROAJxNtMyCIYZxtrcAgOp1EkLC+KmAuc+5xRQAwWRAAPmYj8N9g+OAA3wE+oL8h1rUUDEpEGCQFRAoEqCAG4coCg4YGDgjIQUwlUM94AcBYz+3SxqCDfu44QCiwBQrOIg1wM+DBoQwAXgQUoABBSk8YVPJk0A1nINIGUmwZSYM3MJgNUhUQCRNA4cnACyqCObL1reAMnPE4EELIxmCMDB2waUElZOIDuP1T4EwCRcq1Dgpd27WHWxejDmmLVSvH75nTtgrgE/x2ZKGDxhAakWM0fEleGLWIWcFBKzBZBgoICbG8ROgNvjMc65DhdzBQoagM5iUPWOrvA6AS8KB8h5jGGbajS0FZ7RaTAXeM2bWicYmGT8AaYzO2wwm+wVtYTDEt5MmJzBV4XcZRFRwHwBewXur+nePXDgbmvOt2l3gqbQyExbCEB2ZmQ4z34J//n+Qo1oAFpEHwxAWDZDAdYhcNRqChCzAFMcEFfBahiQJ8EWGBwQHwYYVmBWhgcqpN14DRRwQEASDGDAPhTUhZd7FpwIgGP84LQZBeapRIxiEgDZVo5AxTGQkH/F1sGKNyhwkH8W/CKBAyktAFEGVk6Q4orcWaAhgBcIuJgEWV5YlpKj7YiTSa5Fs4An5vzDwGdb7bTSGANQKAApOtiS5wRDneQEJgYsgsmfEqD13AcvhRGAgvJMSY6UMx0zRnoEPNBlTYvG2YN12ag2D1sIeHJpXNucuYECbkaTKk4G7LIGAA7sk0YBCs7QgAHjOJdGrBgYsIA6GAF7HS8ICEsHAgX+zGosAMmy2IIBFMJArSIGOBACMMJQ4KKLmxHgVm8XKCBSrY0Vqq6wE3w5D7K4MsSrReJWMKyqGhAQ6y5x3ZvBauBt0uMmhW1qBAOmUYDjsRXkupaZHriLsAfPptXBiC9Uu6EQt4WYhYeyNJDAbkm8SNVA5k6g0225ptGAaQxw/KkFJnOwspYfhilDP2cN8FbCV1DrkMZYfIUmBgwYTNCGdizH45uNTWZbRXT5XGFBUMfYgbC2QKLFVBx4SsZn6rzHBgMK5KwB2LMI9e0GDse6KA5mtDArEndvrRLJylyh1gc/9C344LSKQzgbjX6Q6VOHN+7440UgonQn8oISgHXdkGeu+eYZMKPC56B/bjbnpJfu+ALrpq666kqb7vrrsMcu++y012777bjnrvvuvPfuOxWZJmBOpL8Xb7wLkqjs8PHMNz8BKic7Lz3t4eAqdnCWHUjP9NzDPmdNxjj8cjRf0aMAjN2nXzqrClMFY+D8uMJN3urXr0yI5Q9gC1+LzbWH/QAcXCr21BUx2CFmtHHEhHBCgHhMQV4BjOAdPvMtFhCggf84h0ywFqSWHKMAtvAE0CRIQja8iG8Y4AF+RlfCFlahWa2zAK5ssYCjufCGjRshDnc4OL6ojYc1iAAAOw==)

d) 更新强学习器

![f_{t}(x)= f_{t-1}(x) + \sum_{j=1}^{J}c_{tj}I(x\epsilon {R_{tj}})](data:image/gif;base64,R0lGODlh/QA4ALMAAP///wAAAO7u7mZmZoiIiERERKqqqiIiInZ2djIyMrq6upiYmBAQEMzMzFRUVNzc3CH5BAEAAAAALAAAAAD9ADgAAAT+EMhJq7046827/2DYDAERnmiqrmzrvjBmFHFt33iu6wiy/8CgcPhKKIjIpHL5CzCf0Kh0o0hMr9gssafter8rxpHRAJvPaMvC4Dim3/C4fE6v2+/4vH7P7/v/gIGCg4RZDAEBDIqLjIqIj4gGhZNeC4g0HA8LDohWlJ9YBYgmHgIIAWWgIAILHAsCaayusDACh6ggBgNAskqvKrscAg5pwRvDNQ2IByEItDrGScgYAgME0RMEqRwKpDjV1yzaHt01pwHE0ggH6JIS4yvrAQMIAw4Dz9zeFQUGuheePAS80e/fioEcELpIEGlJgnQTFKIoEG0dCIkCAuSjsKDVBwL+7mxk3IiiIwiQrtx0sIXogZIAHiWYbBEgJAADuDygrGCAGYYCLj80gFijpwugIIamzNUpiYIAQSUgZfG0ggMGSYmaOpAAgUoKWHku8GpgU1QAYWNs7foVRdoJZcmaBbsUBIl5K8r6O7sBwVu0FuIqKOsgqoEeNhEMHEAmxF8ABWJa+KvA5QMGkhpPcEJQsgrKljGj3QaAs4YFbTuwC5DaAz0JXT8kwAYawOXMqQr4sPCQcIJ9H0xP0CyhAa0HPuFKUPBYwgGSEuw5mE6d+u4MxAEY7/AAk+3kEtwxx/B8A+oTDxAxgG4+4LbtFMBntImc5/K/ijHkBDDAM/wJ4Dn+l09GFSQQVH0XIEBUfOytQCAFBrpikQQIWqAgeSRJN10CD1nngSUBePcBA57BxtdZOOVTYQUXgqUbApJVNYElBZ5oQXkTKBBgWrZgkECJEjTXgo4VCGlBhT0CBCRg5rXWASc2cQfVBUZGF2CSvEmWEWkT5DcBCUV28BcBECkwwG+0NJdRUG0ZqWF1HmZAZo5nEtDgBCuqOSUAbdZ1wm8nKFPBA2aiKRMCpB2ADZMVrLmcBBpdcMB1ACSQXKF2HsoloxI4sA8B+0zFJ1Y0aneWUjZ4SgGoHqwo6nilNnDqghecd8J0KRwQFQEusRqeAIfhWZMFr5LKmazRRQlARl/+JUADoQD4ehOwlGq34AFfFUDaTNoNYEADhxnQ1k41YEuBttn0oC4C3qzI7Qjfhjuusmo4qYGXKDwAY0e0oCsBLN4uq1iInr3rLbgIiEsBjGXBMrADIVWxACn+LstflORCGiYFAoiYEA7CcbrBih1f1IGtHyyAIwyPRXiMxza0zFdAsCggogBWSIYoOUuqUPPNOXMX4M4dKNAzxyEwx1cLOAMgWZULb1pL0MNVYPRwY7XVH5eLXlBNzFlXsDU3JPBKQdcWfG3DZfZ6feeXC7wHcwZovzB2cTdXNHEpR8v0NgowAudCL6f9fYIAB/RtQd0bSCuM4jA4/osqWcQGwiafJ/jg8hWaL005Frh+8AAnbf+0hhaR0fv5FOvcKcADCDMUQICr1/4DTpDkrnvu1druOw4ErCv88MMb/vvxyCev/PLMN+98GrRf0N3z1K/geQVjRV/99i6syP33GIwl9ZHagw++AdQu+yZ1B5ZvPvcAqz6o++9zv7kG3tf/fljDwDld+/oLYAPmZgEzleB6AXye4xLIQAtVCoENTGDqqhcBADs=)

3) 得到强学习器f(x)的表达式

![f(x)=f_{T}(x)=f_{0}(x)+\sum_{t=1}^{T}\sum_{j=1}^{J}{c_{tj}}I(x\epsilon {R_{tj}})](data:image/gif;base64,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)

四、GBDT常用损失函数

对于回归算法，常用损失函数有如下4种：

　　a)均方差，这个是最常见的回归损失函数

![L(y,f(x))=(y-f(x))^2](data:image/gif;base64,R0lGODlhvQAUALMAAP///wAAAHZ2diIiIlRUVDIyMkRERJiYmLq6utzc3BAQEGZmZu7u7qqqqszMzIiIiCH5BAEAAAAALAAAAAC9ABQAAAT+EMhJq7046827/2Aods0jLGOqrmzrvhTzSIQAMgds4dzBVD5dhScMETVBSlKCKEgOzg+qOJluGIRhlgqwcjveDFZbSUhOFMEgULM8HC/G4mF9exAzCp5q/w7nXn0ce3p5FQNmFAUGGFEuBg0NVo4dlBKWL5h+kJKKIJiYBAgWATkWB6YtDAE/E6ggDw0VsUKvfjGsQKkdtBS9EnaJTAHCFAbFKw0DFccgDlsTz0LNtxPKFtQe0hTbAJEMCYYAAgoY5dydEg3QYmoFAqMS5xQNB/D1BMXzE/su/Q7pvLFTwcAdPAr9vNlDgE+fhXMJAkgMYGNCgTD8YuRQAAdAmw7+BnYB6IfATAIFsjhSCEBKyD4eKj1WfCRyZIWSAE6m7CiBZQWfYgLIspBg2YRREfnF4xBTQtEKQxEklDCg1YSqGBYQ2Mq160wKT4/mBKpgaYumTo1aYzIVAFYKbzE0yAU2p9oJArY4AHqFr10MeTHEpWq1Rdg0ev0CcGCgsePH4oYoPlwh8IXBbgtbWHB3MRwGCQcMfaDpAoLOoBvVlPdQR+pDo0uPOL2jbYHVNiu0vRrGSkK6Br5qeDAwt+REZo1nzNq1+cfWP1sFh0H8wtRVyHVDx7BqqIQ5E7L1/BFxaQICmicQiAwgm1QAB3w6KNZNQv1HyHKVh7H+gvty8dm/R99A96VRABsCCGCAAnTBJ5I99vDlgAK4DZCcg9Es0ABAAjSQ3C/AePeCLa4IEKEOFl5AogMacujhLCICAKIIDDBywQM20oOBYgDU+IkFshGU4yxDtsBjj0VuAEoLAvBUFlUXxvgDAkmewdMGCIiUJRVNKgWlC1NWaeUdWuIWwhRynIHRA5pReFBWHaQZA0YwoDkFGv4spAGdO4QhpyqmoGLiBTGOcwB7GvWg2RJFECGomSKYiGiiGzAKX3oURAAAOw==)

　　b)绝对损失，这个损失函数也很常见

![L(y,f(x))=|y-f(x)|](data:image/gif;base64,R0lGODlhsQATALMAAP///wAAAHZ2diIiIlRUVDIyMkRERJiYmLq6utzc3BAQEGZmZu7u7qqqqszMzIiIiCH5BAEAAAAALAAAAACxABMAAAT+EMhJK2DH6s0n7tLBVCJobsiprtYHllW6LmwN0CZDVLp9Gr4gBwfqVYATwSBAEFgeDiFv8SBCVYhHTCvVILsqBpUIuJ6yx0rhqwZPDI0GscCit90UNp4Dl1PsKoASegEZFgeGYAwBIxOILA8NFZF7g5Udi42OiSeUbxQIAQleo24NA0elKg47FKyXepcUpxYGqievn0kKG7yufhINrZhKBQIyAL6zB8cNBwS3yhPSbl8OwADCbgzFxxTU2cwIztDfeX9k5h4ZClEATSoGnMkxowkKku0UARb8lUgf9L1zgkeeBWoI7OFL5k6CP0sSFkmykADVhBQJHipABkKghIr+FSYiACdhgKaSJyksIMCypUuCtSRg1Mixi8ePFieIJAnApK5sjCrYy5mklYOHRZACAKlBwLAKPilELUjBqYSjFhwY2Mq1KxcNiygSrfpUqqYvC8Y6iMIA3ICJDwR1QDC27YYC86YdhCUVrlwpdFvwxNvrXMl0RMAFBWAAJogHZem1ECWzAjieN1xqhudlX6PGeyBrILmoVE1pAANMlEDlzS0AQTMiS0Ag5QQCX11f5HXAn4NbuSYEpzohdoCaUnCT2g2g91XgT4EIKMBEgAADChY3n8eMGVIHCvKWRP7o6oIG1wQ0qOlpQnviIQR4rzQA+Xbh59Ovn7SacZhYEjyCEEt/+4AFIAd//QUGgAJWopQHB96VhgoCNLTReBYQOAICB1aIxTwIiNfFFxf2ZJ8NG0bo4RnzRKgBDmJIIEA6ZaQUnjcb0AhWOjHKAhAOM+Jx44msndCjYWEYgoh8GhAIgHy5tSAiBTA4Yls1mzCJB5RFTGllTLKEKSYIkY0ZJgERAAA7)

对应负梯度误差为：

![sign(y_{i}-f(x_{i}))](data:image/gif;base64,R0lGODlhfAASALMAAP///wAAAKqqqpiYmNzc3Lq6unZ2doiIiGZmZu7u7szMzERERFRUVBAQECIiIjIyMiH5BAEAAAAALAAAAAB8ABIAAAT+EMhJq714ppG7/90GUkNSlWMKImrrSmybMNU8Cs1rHYrua4hDTMJ7FQ6VIyhB+E0ezt9CIBgCoDosRRv9DDhdVyJgIoFfB0ElHf4smm2VwGF5+xQ0Cp4i+A6aBQNWAAkGgkESAgcHGwMMBRQ5elUTAnlxhQ4PBpATknwDnH0McBefnhMFBhIGjBwNPRIEDiZjkAkFBAFgAlynIrASDKtxEwtnqBS5AAQNasEYARbSrDEmkLpbZ2QAkHMTBwsTs8rM1AANnQLEYdDjdHwSBaeJ7BK0FfgACgEBC7EADAwpwK0bPBjsGCCRdXCCgTz8NFxQsKCixYsLL4yxQO7CQwv3ZSjomzASgKVP7g4cFBipE4AApRLQA+BADYADXOIUaChBJoYHyDLMlDQl2bdOHyU8sGmuEh2XMwsuIHbgUpeqpjTClEfEqoShEhaUURDDwKqFAsQBGLBVwgAtCM4aKyWBmy5IHEo6UXjBjrwcbCUoaJI35D6ve7r5OUMWBas0B04ZmqCgVcgvJwwZOEcgpxMHLs1QRiBAwToBLjuvYUqEtYqkIxKo3TF7cptzNWZ7sP3EgucUQFsYAJjunktaQV9c011hOAjkqYIGeo2l1wtrZa20oqujQajQFgZh2N5zUALxHk4fsKdCxNpQycMYyojBfQrHE/BHAAA7)

　　c)Huber损失，它是均方差和绝对损失的折衷产物，对于远离中心的异常点，采用绝对损失，而中心附近的点采用均方差。这个界限一般用分位数点度量。损失函数如下：
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　　　　对应的负梯度误差为：
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　其中θ为分位数，需要我们在回归前指定。对应的负梯度误差为：
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　　　　对于Huber损失和分位数损失，主要用于健壮回归，也就是减少异常点对损失函数的影响。

五、GBDT算法优缺点

优点：

预测精度高。

适合低维数据。

能处理非线性数据。

可以灵活处理各种类型的数据，包括连续值和离散值。

在相对少的调参时间情况下，预测的准备率也可以比较高。这个是相对SVM来说的。

使用一些健壮的损失函数，对异常值的鲁棒性非常强。比如 Huber损失函数和Quantile损失函数。

缺点：

由于弱学习器之间存在依赖关系，难以并行训练数据。

不过可以通过自采样的SGBT来达到部分并行。

如果数据维度较高时会加大算法的计算复杂度。