# CHAPTER 1 – INTRODUCTION

Big Data is a new technology trend has become a fact as a reason of the massive data growth in the recent past. Digital data can be obtained from a number of quantitative and qualitative data sources, including smart phones, radio frequency identification sensors, Internet of Things, driver trackers, smart watches, smart glasses, embeddable, video recordings, audio recordings, radar, navigation sequences, cheap storages, loud services, social websites, tablets, and others. The International Data Corporation estimates that, on a world-wide basis, the total amount of digital data created and replicated each year has grown exponentially from 1 Zettabyte (1,000,000 Petabyte) in 2010 to 15 Zettabyte in 2017 [1].

There is no rigorous definition of big data. However, the term big data refers to the massive amount of digital information [2]. Two major specifications distinguish big data from the conventional data: Online Transaction Processing scaling (OLTP), and Online Analytical Processing (OLAP). OLTP presents the storing and retrieving, while OLAP presents data analytics [3]. These two features can be gained by using a distributed environment, where many computers process the data in a parallel time [4]. Big data needs to be stored, retrieved and analyzed. Thus, data analytics is one part of big data processes. Data is beneficial when it is analyzed, so users gain more information, and are able to understand the bigger picture of the business activities. Hence, the term data analytics is involved with the big data [5].

Data analysis has a spanning multiple disciplines [6]. Analytics term is becoming an essential part of Information Technology business such as; medical, financial, industrial, transportation, government intelligence, and more. Consider data analytics as a prominent tool to monetize business data. Medical organizations request medical data of patients, hospitals, tools and equipment to find the best method of improving their business, and developing medicine and tools. Commercial side is not the only part of data analytics. In 2009, the American centers for Disease Control and Prevention (CDC) has failed to track the H1N1 disease around the United States in a real-time. The disease was spreading everywhere, and threatening the public health. Collected information from patients are two to three weeks lag. Google analyzed over 50 million common search terms for Americans, and accurately tracked the areas infected by the flu virus by what people searched for on the Internet [7]. Banks rely on data analytics to develop their customer relationship, mortgage management, risk assessments, and fraud inspection [8]. Data analysis manifests a new exploitation for the recent technology, which supports a real-time collaboration between customers and business. Numerous companies have established their businesses based on the collected data from the collaboration between customers and companies. Facebook, and Uber are one clear example, where customers interact recursively with the business provider. The applications provided by the smart phones induce such an interactivity [9].

Data analytics aims to provide statistical information as a whole, while protecting the privacy of the individuals in the dataset. However, privacy attacks in data analytics is a major concern, which emerged a need for protection policies and algorithms. Hence, scientists proposed several privacy models to reduce the probable attacks against data, by presenting two categories of privacy models: interactive and non-interactive categories. Interactive models tend to hide the actual data, and provide statistical results instead. Data owners provide interactive interfaces, where queries are submitted through to obtain statistical summary results. Protecting against queries is accomplished by sanitization approaches. This approach is conducted by adding noise to the input parameters or to the output results. The perturbation is a small numerical value that can be calculated by Laplace or Gaussian equations. These privacy models are known as differential privacy models [6, 10-12]. In the non-interactive models, the data owner, publishes an anonymized copy of the collected data, termed as anonymization or de-identification. Also, data owner removes some personal identifier attributes such as names, birthdates, and social security numbers [13-15]. However, other auxiliary details cannot be removed for statistical and scientific purposes. Information such as age, gender, postcode, marital status, and education are essential information in data analytics.

Homomorphic encryption is another type of the interactive models. Its concept is similar to the differential privacy model, but Homomorphic encryption is more secure, and users cannot access encrypted data. Three types of Homographic encryption are still being developed by researchers: partially Homomorphic (PHE), somewhat Homomorphic (SWHE), and fully Homomorphic encryption (FHE) schemes. In PHE, either multiplication or addition calculation can be operated at once, but not both. SWHE can support a limited number of addition and multiplication operations. Eventually, FHE sustains both addition and multiplication, and can compute any function [16].

Interactive models are highly secure for certain tasks and firms. However, users may find it difficult to create relevant queries, while they read from a black box. Users are unable to access the actual data, they can only view attributes description. This does not provide a wide range of flexibility on working with data groups, domains, and sub-domains. On the other hand, non-interactive models provide a complete anonymized version of data, where users have the opportunity to view data and rectify the appropriate query for obtaining the statistical results. Moreover, non-interactive models consider the background knowledge by attackers, when performing attribute linkage protection. This intuition is essential since the recent few years. Cloud services and social media play a very strong role in providing adversaries with precise background knowledge.

In non-interactive models, auxiliary information may provide personal re-identification for a certain extent. These identifiers may not gain 100% of re-identification, but a risk of predicting some data remains high. For example, knowing the patient age, gender, and postcode, may lead to uniquely identifying that patient with 87% [17]. These identifiers are known as Quasi Identifiers (Q-ID). A popular anonymity model, *k-anonymity,* was formally studied by Sweeney [17]. The model suggests an anonymization for Q-ID, which tends to find a group of attributes that can identify some tuples in the database. The model hides the sensitive values by ensuring the equivalency between records with at least *k* times[13]. Two different techniques were developed to gain the *K-anonymity*: top-down specialization (TDS) and bottom-up generalization (BUG). The first technique is based on walking through the taxonomy tree from the top towards the bottom, known as the Top-Down Specialization. The second technique constitutes of techniques that generalize data from the bottom of the taxonomy tree towards its top. These two technique aim to find equivalency in each data domain. Examples of BUG are proposed in *ℓ-diversity [18]*, and Incognito [19]*.* Example of TDS are proposed in *LKC-Model* [20], *(α, k)-Anonymity* [21], and the multi-dimensional TDS (MDTDS) [22] [23].

The previously mentioned anonymization models were proposed for average size data. Big data manifests different scalable approaches, which makes anonymization imposes alternative techniques. There was a need for more relevant models in order to cope with large sizes of data. Proposed models should consider big data processing tools of parallel distributed computing, such as MapReduce. However, Recent proposed models, such as parallel BUG [24], hybrid BUG / TDS [25], and Two-Phase TDS [26], are quite similar to the extant mentioned models for average size data. In fact, the modifications, over the previous versions, have degraded the information usefulness.

Moreover, there is no rigorous access control framework for big data analytics. The increased demand for big data analytics has promoted the publicity-driven business. As a result, a larger number of users from different firms are engaged to benefit from data analytics. This recalls a need for a large scale framework that is able to control users in a fine-grained access. The framework should be able to manage user’s authorization, and authentication. As mentioned earlier, anonymization provides a complete version of anonymized data, which makes re-identification more probable. Currently, we are unable to assign the access permission for certain attributes. The needed framework should control permit/deny privileges on the data attribute level. This permits the access of the needed data only. Also, the framework should provide gradual levels of anonymization as per user’s access privileges.

To fill the previously mentioned gaps, this research proposes a novel fine-grained access control framework. The framework follows the BUG anonymization model, with a multi-dimensional sensitivity-based anonymization (MDSBA). The framework provides a scalable anonymization approach, with a parallel distributed computation computability technique.

## Research Question

As discussed in the introduction, big data suffers from lack of a robust framework that is able to manage access control for analytics. Moving big data to the cloud network emerged multi-tenants data storage, and multi-domain of user’s access levels. Security concept has been shifted toward a larger protection scale, where unknown number of users, organizations, and applications may access big data, and from anywhere and at any time. Concurrently, current provided anonymity solutions cannot be durable for such massive growing computational costs, and security threats. For these reasons, we may seamlessly lose control over the empowerment of data analytics. Resolving these concerns may utilize a comprehensive framework that is able to control access privileges in a fine-grained paradigm, mimics the role-based access control model, and supports scalability and performance of big data.

The following question is raised and derived from the Big Data concerns:

How a framework of Access Control Model can enforce the organizational business roles over Big Data analytics, with considering scalability and performance concerns. The framework:

* 1. Should participate in resolving privacy violation of data analytics in Big Data.
  2. Should enhance the efficiency of Online Transaction Process scaling (OLTP)
  3. Can resolve the big data granular access for analytics.
  4. Can enforce the external organizational policies by delegating them access and roles permissions.
  5. Suitable for multi-tenant and multi-domain environments.
  6. Establishes a fine-grained access control, by implementing data anonymity approach.
  7. Integrates RBAC concept within the same framework.

## Thesis objective

The core objective of this thesis is to provide a fine-grained access control framework for big data anonymization. The anonymization is provided by implementing *k-anonymity* base approach, which protects the re-identification of a person on accessing data for analytics. This is essential in multi-domain environment, where users of multi-access levels need to access big data for analytics. The framework provides security by insuring an escalated level of anonymity for less privileges users/firms, and a reduced level of anonymity for elevated privileges users/firms.

The framework leverages the granular anonymity, and able to control an effective access for a certain part of data. The role-based anonymization control framework integrates organizational business roles on deciding the access permissions. Two access permission levels are provided; anonymization level and number of attributes.

## Thesis Contribution

In this thesis, a novel multi-dimensional sensitivity-based anonymization (MDSBA) framework is developed. The framework operates over the cloud network. The cloud network structure is a composition of data owner, a federation service (FS), and a service provider (SP). The framework is able to integrate the FS components and structure. On the other side of the cloud, SP accommodates multi-tenant data repository belonging to multiple owners. MDSBA enables data owner’s self-management for their own data. Moreover, organizations, who wish to participate in data analytics, are delegated to assign security privileges to their own users. Data owners protect their own authorization and authentication data on the FS side. Following this structure, the framework was divided into three main service; core, initializer, and anonymizer. The core service operates on the FS side, which stores the details of: organizations, users, big data information, business roles, organizations security levels, anonymization parameters, and Q-ID groups. The initializer is located on the SP gateway side. Data owners upload big data parameters in XML format. The initializer communicates with the core service throughout security assertion markup language (SAML) [27]. The method of the initializer is to map between FS and SP access privileges and parameters. Finally, the anonymizer operates in the MapReduce domain, where NameNodes, and DataNodes servers apply the granular anonymization by choosing one of the three masking methods: taxonomy-tree, interval, or suppression. The granular anonymization is conducted by sensitivity equation that calculate the specific amount of applied anonymization as per user’s access level.

The anonymization granularity approach relies on two main factors: dynamic value of *k* in *k-anonymity*, and dividing data vertically into small number of Q-ID attributes. MDSBA calculates the user’s appropriate *k* value based on the data owner’s relationship closeness. Business co-owners have closer relationship than business partners or even public users. The closer relationship assigns a lower *k* anonymity value, which in turn a lower anonymization level is applied. The anonymization implements masking operations, by applying data probability on taxonomy-tree, interval or suppression. Data attributes consist of different data types, and each of which is anonymized by one or more of the masking operations. Hence, data with a taxonomy tree anonymization nature can be generalized by moving from the root of the taxonomy tree toward the bottom. Numerical data anonymization can be easily masked by applying an interval. The probability values is derived from the number of times that the attribute value may possibly appear. Eventually, the value of *k* participates in computing the probability value that each masking process should apply. The gradual anonymization is controlled by the taxonomy tree generalization level, the interval range, and the number of suppressed characters. More anonymized data imposes a lower taxonomy level, and a larger interval range.

The framework adopts Hadoop ecosystems, Pig, Hive, and Spark to operate anonymization in highly scalable operations. MDSBA is constructed to fit Hadoop ecosystems operations. This is essential to avoid large size of data splitting into small blocks of data. Larger data size, as in big data, causes a computational data overflow on the temporary memory. Splitting data into small blocks of data size may degrade information gained. Thereby, an advantage of MapReduce features is gained to avoid such a data degradation. Ultimately, MapReduce adapts its own Hadoop distributed file system (HDFS). The file system is designed to read a large size of data blocks, around 128 MB. This structure revokes the need for splitting data in to small size of data blocks.

Moreover, this research contributes in the followings:

* The development of ownership levels and sensitivity levels equations. The ownership levels are affected by two factors of: ownership factor and time factor. The time factor is an optional value, which can be ignored by the data owner.
* The integration of an equation that is able to calculate the amount of anonymized data on any anonymized dataset, by using the disruption value (D). The D value calculates the masking value that was applied on each Q-ID attribute. Each anonymized data block is calculated, while the total value of anonymized blocks equals D.
* The development of a technique that is able to find the optimal solution of *k-anonymity* value. The solution provides data owners with few simple steps to calculate the most optimal *k* value.
* The comparison between MDSBA framework and other BUG and TDS models. The comparison includes performance, and level of information loss. Also, a comparison between Hadoop ecosystem tools was conducted.

## Thesis Layout

The remainder of this thesis is organised as follows:

**Chapter 2** introduces the background and challenges of this thesis. The chapter manifests the big data general definition and the difference between traditional data and big data. This shows the predominant difference is in data analytics. The chapter exhibits the big data analytics challenges, by comparing between data streaming and data batching processes. Moreover, big data analytics is prone for security threats and re-identification of a person. For this reason, the chapter explains amply several methods for preventing re-identification. All proposed security protection methods can be categorized under one of the three privacy concepts: differential privacy, Homomorphic encryption, and *k-anonymity*. Several methods were introduced as examples of differential privacy, and k-anonymity. After introducing security protection method for traditional data, similar sections are introduced for security protection methods for big data. The sections show why identical anonymization methods for traditional data are not successful in big data.

**Chapter 3** preliminarily defines the multi-dimensional sensitivity-based anonymization method (MDSBA), and then delves in the MDSBA details. The chapter starts by proposing the requirements for big data anonymization methods, including: equivalency increase, focusing on security more than information gain, anonymization algorithms should operate in a parallel environment, and gradual access. The rest of the chapter explores the MDSBA and the probability concept, which is the core part of the MDSBA method. Next sections describe data aggregation concept vertically and horizontally. Both probability and aggregation are the two main components of MDSBA structure. The last section before the summary describes the mathematical equations that are necessary to calculate the sensitivity level as per user’s access. This also includes the time factor and its impact on sensitivity value, and the masking operations in taxonomy tree and intervals. Moreover, the anonymization algorithms were described in details for the groups.

**Chapter 4** illustrates the state of the art of MDSBA framework. The first sections illustrate MapReduce and Hadoop ecosystems. The next section presents Hadoop security, and the best protection methods for Hadoop network domain. After introducing Hadoop ecosystems and security, next sections apply MDSBA algorithms by using Pig Latin scripts. The scripts execute the anonymization by applying several masking methods on taxonomy trees and discretization. The forth section compares between MDBSA and Multi-Dimensional Top-Down Specialization (MDTDS). The comparison includes some experiments that measure the prediction level through the classification error. The experiments prove that MDSBA is efficient in performance and has a very low prediction error in the large data size. The experiments were conducted on several datasets in both small and large data sizes. The last few sections focus on creating a new classification bench mark for measuring the performance of anonymization methods. The sections introduce mathematical equations by implementing disruption concept to measure how much is the anonymization impact on data.

**Chapter 5** explores the complete framework of MDSBA. The chapter starts by describing the communication method between the Federation Service (FS) and Service Provider (SP). The communication method is known by Security Assertion Markup Language (SAML). The second section proposes two types of datasets, archive and live data. Next sections present the details of access control and business roles. The sections describe the three services of MDSBA core. These services are distributed in FS and SP sides. The three services include: core, initializer, and anonymizer. The sections conclude the method of generating the Pig Latin script. The second part of the chapter discusses two problematic concerns in MDSBA; Obvious Guess and Across Group Unique Identifiers (AGUI). The chapter part provides solutions for these two concerns. The solutions for Obvious Guess is established by creating a zero filtration stage before anonymization, while resolving AGUI is established by increasing the value of *k*. The last section before the summary explains some experiments that measure the impact of the disruption values on AGUI.

**Chapter 6** discusses special topics regarding *k-anonymity* parameters. The chapter suggests a greedy-based heuristic approach toward an optimal k anonymization value. This is a guidance for data owners on assigning *k-anonymity* parameters. The suggested proposal is related to the role-based anonymization control framework. The framework provides a fine-grained access control by dividing Quasi-Identifier (Q-ID) attributes into vertical groups, with two to four attributes for each cluster. The chapter adopts two mathematical concepts to assign *k* value, which are cumulative frequency and linear regression. The linear regression requires more sophisticated calculations, so it outputs more rigorous results. The cumulative frequency is a special case of linear regression, when the high accuracy is not important. The section introduce *k* percentage parameter to manage and control the role-based anonymization control. The last sections shed light on the dynamic groups of attributes.

**Chapter 7** engages another recent parallel distributed framework, known by Spark. The chapter compares between MapReduce and Spark in processing sensitivity-based anonymization framework. The sections are divided in a sequence of Spark structure, general comparison between Spark and MapReduce, implementing MDSBA in Spark, a comparison between TDS and MDSBA, and finally a comparison between Spark in MapReduce in operating MDSBA. The section of implementing MDSBA in Spark describes the User-Defined Function (UDF) in Pig ecosystem of MapReduce, and in Spark. The section of “Implementing MDSBA in Spark” merely compares between UDF in top-down specialization algorithm, and UDF in MDSBA algorithm. The comparison shows a TDS intensive dependency on UDF through (IF statements) and iteration, while MDSBA implements UDF in much less dependency.

**Chapter 8** provides the conclusions and future work of this thesis. The chapter mainlydiscusses the way the research is developed throughout the end and highlights its contributions. It also reports on the limitations of this work. Finally, the potential future directions for this research are illustrated.
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