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**Abstract**

This project presents an approach for the music genre classification problem. The proposed approach uses temporal feature vector and weighted voting to improve the prediction accuracy. Classical machine learning algorithms such as Naïve-Bayes, k Nearest-Neighbors, and Support Vector Machines are employed and weighted voting procedures were employed in order to enhance final prediction results. Experiments were carried out on a dataset obtained from Music Analysis, Retrieval and Synthesis for Audio Signals (MARSYAS) which is an open source software framework and data collection of audio files. The dataset contains 1,000 audio files categorized in 10 musical genres. Experimental results show that the proposed ensemble approach produces better results than the ones obtained from individual classifiers.

**1 Introduction**

Duke Ellington who once very wisely said: There are simply two kinds of music, good music and the other kind. The only yardstick by which the result should be judged is simply that of how it sounds. If it sounds good, it's successful; if it doesn't it has failed. Exploring different genres of music is about wanting to know a little bit more about some of the things we humans can do, the feelings we didn't want to leave unsaid; the messages we’ve wanted to get across. Today with the amount of music we have, automatic procedures capable of dealing with large amounts of music in digital formats are imperative, and Music Information Retrieval (MIR) has become an important research area. An important task in MIR is Music Genre Classification problem, music genres are categorical labels created by experts in order to identify the style of the music. The music genre is a descriptor that is largely used to organize collections of digital music. It is not only a crucial metadata in large music databases and electronic music distribution (EMD) [1].

The music can be considered as a high-dimensional digital time-variant signal and considering the amount of music data we have today, it is a good opportunity to automate music genre classification using temporal feature vectors. Marsyas (Music Analysis, Retrieval and Synthesis for Audio Signals) is an open source software framework for audio processing with specific emphasis on Music Information Retrieval applications. For feature extraction we are using Marsyas’s bextract library. [2]\* ‘Bextract’ is executable provided by Marsyas which can be used for complete feature extraction and classification experiments with multiple files.

The approach involves classical machine algorithms such as Naïve-Bayes, k Nearest-Neighbors, and Support Vector Machines and using weighted voting procedures to improve final prediction results. The Naïve Bayes is implemented with 10-fold cross validation using ‘e1071’ package in R. For Support Vector Machines, we have implemented ‘libSVM’ with 10-fold cross validation. The K-Nearest Neighbor is implemented with ‘kkNN’ package of R.

**1.1 Style**

Papers to be submitted to NIPS 2015 must be prepared according to the instructions presented here. Papers may be only up to 8 pages long, including figures and references. Since 2009, an additional ninth page *containing only cited references* is allowed. Papers that exceed nine pages will not be reviewed, or in any other way considered for presentation at the conference.

Please note that this year we have introduced automatic line number generation into the style file (for LaTeX 2e and MS Word versions). This is to help reviewers refer to specific lines of the paper when they make their comments. Please do NOT refer to these line numbers in your paper as they will be removed from the style file for the final version of accepted papers.

The margins in 2015 are the same as since 2007, which allow for ~ 15% more words in the paper compared to earlier years. We are also again using double-blind reviewing. Both of these require the use of new style files.

Authors are required to use the NIPS LaTeX or RTF (MS Word) style files obtainable at the NIPS website as indicated below. Please make sure you use the current files and not previous versions. Tweaking the style files may be grounds for rejection.

**1.2 Retrieval of style files**

The style ﬁles for NIPS and other conference information are available on the World Wide Web at

http://www.nips.cc/

The file **nips2015.pdf** contains these instructions and illustrates the various formatting requirements that your NIPS paper must satisfy. LaTeX users can choose between two style files: **nips11submit\_09.sty** (to be used with LaTeX version 2.09) and **nips11submit\_e.sty** (to be used with LaTeX2e). The file **nips2015.tex** may be used as a “shell” for writing your paper. All you have to do is replace the author, title, abstract and text of the paper with your own. The file **nips2015.rtf** is provided as a shell for MS Word users.

The formatting instructions contained in these style files are summarized in sections 2, 3, and 4, below.

**2 General formatting instructions**

The text must be confined within a rectangle 5.5 inches (33 picas) wide and 9 inches (54 picas) long. The left margin is 1.5 inches (9 picas). Use 10 point type with a vertical spacing of 11 points. Times New Roman is the preferred typeface throughout. Paragraphs are separated by ½ line space, with no indentation.

Paper title is 17 point, initial caps/lower case, bold, centered between 2 horizontal rules. Top rule is 4 points thick and bottom rule is 1 point thick. Allow ¼ inch space above and below title to rules. All pages should start 1 inch (6 picas) from the top of the page.

The version of the paper submitted for review should have "Anonymous Author(s)" as the author of the paper. For the final version, authors’ names are set in boldface, and each name is centered above the corresponding address. The lead author’s name is to be listed first (left-most), and the co-authors’ names (if different address) are set to follow. If only one co-author, list both author and co-author side by side.

Please pay special attention to the instructions in section 4 regarding figures, tables, acknowledgements, and references.

**3 Techniques**

**3.1 K-nearest neighbors**

The first machine learning technique used is the simple K nearest neighbor. We used R library to implement the classifier. The results by the standard R library were not satisfactory, and we tried the new KKNN, a library for weighted k-nearest neighbors classification.

The KKNN uses the Minkowski distance to calculate the nearest neighbors of the given data point. The library provides various options for kernels implementation like "triweight", "cos", "inv", "gaussian", our results were best for the Gaussian kernel. We created a script to determine the best kernel and the optimum number of neighbors for the implementation. The bet results were generated by using a Gaussian kernel with five neighbors.

**3.2 SVM**

Support Vector machines (SVM) are considered one of the best machine learning algorithm for multiclass classifications along with the neural networks. Our dataset being small, SVM classifier was expected to perform best among all the techniques used.

The libsvm library is used to implement the SVM classifier for the dataset. The libsvm uses the one vs one classification for all the pairs possible to generate the multiclass classifier. Octave is used to implement the libsvm classifier. We used python script grid.py, provided with the library to find the optimal parameters for the radial kernel to train the data. The parameters for which the validation set was lowest were used to create the final model.

**3.3 Naïve Bayes**

The e1071 library of R is used to implement the classifier for Naïve Bayes. It computes the conditional posterior probabilities of a categorical class variable given independent predictor variables using the Bayes rule. It distributes each class variable as the Gaussian distribution and the parameter tuning is done by the library itself.

**3.3 Neural Networks**

Deep learning is one of the forefront runners in the field of machine learning. The neural network implementation was done using both library and self-written code. But opposite to the initial expectations both the library and ours implementation performed poorly for the data set. We ran various validations and parameter tuning runs but results were not similar to those of the SVM and k nearest neighbors.

**3.4 Weighted Majority Algorithm**

Weighted Majority Algorithm (WMA) is a meta-learning algorithm used to build a joint prediction model from a list of prediction algorithms, which could be any type of learning algorithms, classifiers, or even real human experts. The algorithm assumes that we have no prior knowledge about the accuracy of the algorithms in the list, but there are sufficient reasons to believe that one or more will perform well\*.

We use all but neural network model to build new classifier. We created a script to find the different optimum weights for K-near neighbors, SVM and Naïve Bayes. It runs for all possible weight combinations with step size of 0.01 with range 0 to 100 for each model.

**4 Experiments**

**5 Conclusion**

**6 Future Work**

The work done by us could be extended on various dimensions. The dataset used by us was very small to be able to work properly for the neural network model. The training data could be increased by two methods, (a) collect more data or (b) split the single audio files into multiple files. In our analysis collecting more audio files would be a better approach since reducing the length of audio for training data could reduce the accuracy. Since there might be parts of the songs which may be of different genre than the song as a whole. The feature set used by us is of length 124, this could also be increased. One can calculate these features for fixed intervals of the audio and collate then as new feature set.

Other classification algorithms such as decision trees and random forrest could also be created and added to the WMA algorithm.
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Figure 1: Sample Figure Caption

**4.4 Tables**

All tables must be centered, neat, clean and legible. Do not use hand drawn tables. The table number and title always appear before the table. See Table 1.

Place one line space before the table title, one line space after the table title, and one line space after the table. The table title must be lower case (except for first word and proper nouns); tables are numbered consecutively.

Table 1: Sample table title

|  |  |
| --- | --- |
| **Part**  **Description** |  |
| Dendrite | Input terminal |
| Axon | Output terminal |
| Soma | Cell Body (contains cell nucleus) |
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