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INSERTION SORT:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Size | 50 | 200 | 2000 | 3000 | 4000 | 5000 |
| Time | 0.000108003616333 | 0.00100803375244 | 0.137737035751 | 0.357388019562 | 0.475505828857 | 0.68875288963 |

\*n^2

MERGE SORT:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Size | 50 | 200 | 2000 | 3000 | 4000 | 5000 |
| Time | 0.00045084953 | 0.00089907646179 | 0.0208551883698 | 0.0539660453796 | 0.0539660453796 | 0.05937910079 |

\*nlog(n)

The two tables show the comparison between the two algorithms: merge sort, and insertion sort. While the input size is small, the operation to compute the algorithm is done rather quickly in insertion sort and beats the merge sort algorithm in efficiency. However, as the input size increases to a higher value, merge sort begins to handle larger inputs much better than the insertion sort algorithm and is much more efficient. In short, when the input size increases it eventually begins to take more time to compute for insertion sort, thus making it the slower algorithm.