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1. 机器学习归因的意义

对于传统模型，例如logit或者决策树而言，输入（自变量）和输出（因变量）的关系是非常明显的。你可以非常清楚的明白为什么一些样本被错误划分了，例如，比如输入因子中某个因子太小了。同样的，对于决策树，同样可以根据决策树每个分叉的逻辑（例如因子A>某个常数）向下推演，得出错误划分的原因。但是对于其他大多数的模型，由于它们的高维和非线性，要直观的理解是非常困难的。

尽管如此，让机器学习一个非常有前景的科技让人觉得处于黑箱的状态是非常不明智的。不透明性增加了误用的概率。亚马逊的算法，决定了大多数人今天在读什么书；NSA的算法决定了谁是潜在的恐怖分子；气候变化模型决定了二氧化碳排放量的安全范围。人不能干预和控制人所不明白的事情，这是什么要单独将机器学习归因的作为一篇报告的原因。

1. 特征工程与特征重要性

机器学习的特征在量化投资当中也被称为因子。

* 1. 特征工程

特征工程是用某些领域内的知识来构造特征的过程。

如果世界上有无穷的数据，和一个universal function approximator（一个可以表达任何事情的模型），那么就没有特征工程存在的必要。这正是目前在图像识别领域发生的事情，卷积神经网络直接学习每个像素点，然后对图像内容进行识别，而不借助任何人手制的特征。

Coming up features is difficult, time consuming, requires expert knowledge. “Applied machine learning” is basically feature engineering.

Andrew Ng, Machine Learning and AI via Brain simulations

正如吴恩达所述，应用机器学习主要是特征工程。而金融领域的特征获取往往有两种方式。一种是从主观看盘经验来或者从经济学或者金融学的论文来；另一种是纯数据挖掘。后者经常被人诟病容易过度拟合而导致亏损。但是事实上事情可能并没有这么可怕。举例而言WorldQuant号称有四百万的Alpha因子，结合Alpha101来看，很多因子非常可能是数据挖掘出来的，但是从公开业绩来看，它的投资表现还是尚且可以令人满意的。

* 1. 特征重要性

在构造出特征之后，我们需要了解这个特征究竟对我们的预测有没有用，这就需要了解特征重要性。

特征重要性的另一作用是可以进行特征选择，例如选出前五重要性的特征作为模型输入，剩下的可以舍弃。

1. 传统线性归因

传统量化投资是基于线性的世界，在这个世界中，衡量因子的重要度是IC、IR等等指标。除了IC，IR之外，还有一些值得介绍的传统线性归因的方法。

* 1. 逐步回归

逐步回归的基本想法是，将变量逐个引入，引入变量的条件是偏回归平方和经检验是显著的，同时每引入一个新变量后，对已选入的变量要进行逐个检验，将不显著变量剔除，这样保证最后所得的变量子集中的所有变量都是显著的。这样经若干步以后便得“最优”变量子集。

* 1. Ridge, Lasso, Elastic Net

在线性回归中，损失函数定义为：

也即。

线性回归的目标在于找到一组系数使得最小，但使用RSS作为损失函数可能会导致过拟合，尤其当训练集不够或者特征数量过多时（一个典型的例子是多重共线性），表现为即使实际解释力弱的特征，由于过拟合，它的系数值也较大。为了解决这个问题，在损失函数中对系数加入惩罚项：

以上式最小为目标来寻找系数的方式就叫做Ridge Regression。其中为调节参数，其大小标志着对系数的惩罚力度。越大，系数就越小。但问题是，系数只能够趋近于0，当特征个数很多的时候，对那些本来系数就非常小的特征没什么影响，不能减小模型复杂度。

于是，将损失函数修改为：

以上式最小为目标来寻找系数的方式就叫做Lasso Regression。损失函数在收敛的过程中会使一些系数变为0。变为0的权重对结果影响较小，即对应的特征相对不重要。因此Lasso Regression可以筛选特征，有效减小线性模型的复杂度。

Elastic Net实际上式Ridge, Lasso的综合，其损失函数表示为：

其中L1正则项（Lasso）产生稀疏的系数向量，减小模型复杂度。L2正则项（Ridge）减小过拟合，消除一定的L1稀疏性，以产生group effect，稳定L1正则项的路径。

所以从以上介绍可以看出，Ridge, Lasso, Elastic Net前面的正则化的系数的绝对值大小直接代表了该特征的重要性。下图代表了随着惩罚系数的增加，特征前面的系数也随之缩小。

|  |
| --- |
| 图1：特征系数与惩罚系数关系 |
|  |
| 资料来源：Introduction to statistical learning |

下图是之前上一篇标准神经网络回归策略的因子（特征）重要性排名，绝对值越大越重要，正负代表方向。

|  |
| --- |
| 图2：Lasso Regression的系数 |
|  |
| 资料来源：Wind, 安信证券研究中心 |

|  |
| --- |
| 图3：Ridge Regression的系数 |
|  |
| 资料来源：Wind, 安信证券研究中心 |

|  |
| --- |
| 图4：ElasticNet 的系数 |
|  |
| 资料来源：Wind, 安信证券研究中心 |

传统量化投资是基于线性的世界。到了非线性的世界中，线性归因显然不能满足要求。

|  |  |  |
| --- | --- | --- |
| 图5：变量间线性关系 |  | 图6：变量间非线性关系 |
|  |  |  |
| 资料来源：安信证券研究中心 |  | 资料来源：安信证券研究中心 |

例如，在上图左中，变量之间的关系是线性的，而在右图中，线性归因显然是不能反映出真实的变量之间的相关关系。

为了在非线性的世界中衡量因子的重要性，一系列不同的算法被开发出来了。

1. 随机森林系列
   1. 随机森林

随机森林属于集成学习，可以视为是bagging算法在决策树上的运用。

机器学习中决策树主要用于分类和回归，树中的每一个节点表示某一特征的判断条件，其分支表示符合节点条件的对象。叶子节点表示对象所属的预测结果。

随机森林则由许多决策树构成，每棵决策树都由随机的部分样本的部分特征进行训练，它只接受了部分的训练数据，因此每棵决策树都是一个弱学习器。然后，通过bagging所有的弱学习器——决策树，比如投票（分类问题）或者取均值（回归问题），得到一个强学习器——随机森林。

由于每一棵树的输入样本不是全部的样本，每一棵树的特征不是全部特征，基于此基础上进行集成，预测结果相对不容易出现过拟合。并且由于训练的样本是随机、独立地进行选取，对各棵树的训练可以并行进行，训练速度相对快。

用随机森林计算因子重要性的方法有很多种，下面介绍其中一种

1：对于随机森林中的决策树i,使用相应的OOB(Out of Bag袋外数据)数据来计算它的袋外数据误差,记为.

2: 随机地对袋外数据OOB所有样本的特征X加入噪声干扰(例如可以把X重新打乱顺序，常见的方法是就可以随机的改变样本在特征X处的值),再次计算它的袋外数据误差,记为.

|  |
| --- |
| 图7：随机森林计算因子重要性-打乱X前 |
| C:\Users\MSI\AppData\Local\Temp\1515726628(1).png |
| 资料来源：安信证券研究中心 |

|  |
| --- |
| 图8：随机森林计算因子重要性-打乱X后 |
| C:\Users\MSI\AppData\Local\Temp\1515726669(1).png |
| 资料来源：安信证券研究中心 |

3：假设随机森林中有Ntree棵树,那么对于特征X的重要性为

之所以可以用这个表达式来作为相应特征的重要性的度量值是因为：若给某个特征随机加入噪声之后,袋外的准确率大幅度降低,则说明这个特征对于样本的分类结果影响很大,也就是说它的重要程度比较高。下图是随机森林计算因子重要性的结果图。

|  |
| --- |
| 图9：随机森林计算因子（特征）重要性 |
|  |
| 资料来源：Wind, 安信证券研究中心 |

* 1. Burota

Boruta是一种特征选择算法。精确地说，它是随机森林周围的一种延伸算法。

下面是Boruta算法运行的步骤：

1.首先，它通过创建混合副本的所有特征（即阴影特征）为给定的数据集增加了随机性。阴影特征就是把许多打乱后的特征作为新的特征

2.然后，它训练一个随机森林分类的扩展数据集，并计算特征重要性，以评估的每个特征的重要性，越高则意味着越重要。

3.在每次迭代中，它检查一个真实特征是否比最好的阴影特征具有统计显著的更高（低）的重要性（即该特征是否比最大的阴影特征得分更高），如果是，则确认（拒绝）。它会删除它视为拒绝的特征，然后回到第1步。

4.最后，当所有特征得到确认或拒绝，或算法达到随机森林运行的一个规定的限制时，算法停止。

下图是之前上一篇标准神经网络回归大盘择时策略的因子（特征）重要性排名，从左到右依次从重要到不重要。

|  |
| --- |
| 图10：标准神经网络回归大盘择时策略的因子（特征）重要性排名 |
|  |
| 资料来源：Wind, 安信证券研究中心 |

1. 遗传算法

遗传算法主要应用于优化问题，来源于种群进化的想法。首先需要确定题解的形式，一般为向量形式(x1,x2,...,xd)。开始时，随机生成大量的向量，作为初始种群。然后从该种群中挑选出最优题解，形成新的种群。然后，对它们做出修改，重新挑选出最优题解，依此反复进行这一过程。

修改题解的方法有变异和交叉：变异是对一个既有题解进行微小、简单、随机的改变，比如随机修改向量中一个元素；交叉则是选取2个最优题解，将它们按某种方式结合，比如…来自a向量，而…来自b向量，组成新的向量c。

变异如下图：

|  |
| --- |
| 图11：遗传算法变异示意图 |
|  |
| 资料来源：安信证券研究中心 |

新的种群是通过对上一种群中的最优解，进行随机的变异和交叉构造出来的，它的大小通常与旧种群相同。这一过程会一直重复进行，达到指定的迭代次数，或者经数代后题解没有得到改善，结束整个过程。

遗传算法的归因往往需要结合特定的算法。举例来说，如果要从m个特征中，选出n个特征，使得一个线性回归的拟合效果最好。除了用 的遍历方法之外，就可以用遗传算法来减少运算量。

1. TMLE

传统的机器学习模型往往是考虑相关性，但是不考虑因果性。相关性单纯指出A和B是有联系的，而因果性会指出是由于A导致了B还是由于B导致了A。

更复杂的因果性可以从下图看到，气温升高导致了冰淇淋的销量和啤酒的销量的增加，两者是因果性的关系。冰淇淋的销量和啤酒的销量的增加虽然有强相关，但是两者都是受气温驱动，两者没有因果联系。

同样的，在大盘择时策略中，我们也可以提出下列问题，昨日价格变化这个因子是否部分决定了今日高开低开幅度和 15:00价格/14:30价格-1？今日高开低开幅度和 15:00价格/14:30价格-1是不是只有相关性，没有因果性？

因此我们需要用全新的方法去解决因果性的问题。

|  |  |  |
| --- | --- | --- |
| 图12：气温、冰淇淋和啤酒 |  | 图13：大盘择时策略的因子重要性归因 |
|  |  |  |
| 资料来源：安信证券研究中心 |  | 资料来源：安信证券研究中心 |

TMLE(Target Maximum Likelihood Estimation)是一种非参数估计的方法

。它能够非常健壮的估计信心区间，以及统计显著性估计。在TMLE中，我们运用控制变量法，称被控制不变的变量为W，控制变化的变量为A。那么我们有：

我们定义

Q(A,W)是可以直接从数据当中估计的。

TMLE可以表示成为

是一个分布估计，所以相减之后也是一个分布估计。上式大致可以理解成为，在固定除了变量A以外的变量的情况下，A的变化会对Y有多大的影响（影响用差值表示）

具体地，TMLE可以由下列方法估计

1. 估计 ，例如可以使用Super Learner建立模型

（2）对每一个Y，用（1）所述的模型，产生两个对应的预测值。也即是，对每一个i，有

（3）估计调整变量在基准变量下的概率

（4）为每个Y，计算如下

（5）更新最初的估计 ，这一步通过两个小步来实现。

（5.1）用Y对和做逻辑回归，得到

所谓就是最大似然法下面对系数的估计， 是fixed effect

（5.2）更新最开始的估计

（6）对每个i的每种情况分别计算

（7）计算TMLE

在之前的标准神经网络回归大盘择时策略当中，如果我们对“今日高低开幅度（昨日收盘价/昨日开盘价-1）”因子做TMLE(调用R包：https://github.com/chizhangucb/tmleCommunity)，可以得到如下结果：

**TMLE: -0.059**

**95%信心区间: [-0.0605,-0.0577]**

所以可以说明这个因子是有效的。

|  |
| --- |
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