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1. 机器学习简介

在产生机器学习之前，计算机和统计两个学科完全是独立发展的。一方面，统计学科经常是试图用复杂的算法解读农业或者工业试验中的规律，而且通常来说，这些试验数据集都很小。

另一方面，计算机学科长期专注于数据的大规模存储，加工和一些非常简单运算。随着信息时代的到来，大量的数据在各行各业被产生，统计问题在复杂度和数据规模上变得越来越大，在此之后，统计学家渐渐很难用传统的方式解决问题。为了应对在数据存储，组织和搜索上的问题，一门叫数据挖掘的学科产生了。

几乎与此同时，在上世纪七十年代到八十年代，从计算机领域产生了两个影响非常深远的算法，支持向量机和神经网络。这两个算法由于在某些领域中的预测效果极好，远远超过了传统的线性模型，迅速吸引了统计学家的注意，并最终导致了统计学科的一场革命，机器学习由此产生。

机器学习产生后，继续与其他学科结合，并最终产生了现在的“数据科学”。

* 1. 机器学习的基本流程

机器学习问题可以大致分为有监督和无监督的。在有监督学习中。我们的目标是基于一系列输入，去预测一个“结果”。而在无监督学习中并没有这样一个“结果”，无监督学习的目标是解释和描述这些输入之间的关系。机器学习的框架大致可以分为下面几步：

* + 1. 决定数据源，数据采集

在这一步，我们会收集所有有关的数据。假设我们是做互联网销售，我们可能会关注用户在各个商品上的点击率，搜索词条，以及浏览内容。如果我们是制造企业，为了预测可能要替换哪些零件，我们可能更加会关心机器运行状态和活动的日志。对于对冲基金来说，可以利用的数据源更加广泛，从市场行情数据，到公司财务数据，到宏观指标，乃至各地天气，都可以作为潜在的数据源。

* + 1. 数据预处理
       1. 数据清洗

现实世界的数据会有缺失值，处理缺失值经常需要对具体领域的了解。比如，在人口普查中，一些人会不愿意写他的薪水。这可能是由于这些人薪水要么太高，要么太低。所以简单的用平均值或者中位数替换并不适合。可行的方案是用一些别的去预测薪水，比如这个人的住址，这个人孩子上的学校等等。

* + - 1. 数据转换

数据转换是将原始数据转换成模型所需要的数据。在量化多因子模型中这一步往往被称之为建立因子库，而在机器学习中则往往被称为构造特征。所有的数据都可分为分类数据和数值型数据。举例而言分类数据可以为眼睛颜色，婚姻状况或者性别等等。而数值型数据是由实际的数字构成，比如身高体重。以多因子模型举例，收益率序列往往是数值型的，而行业的哑变量就是分类数据。

* + - 1. 将数据分为训练集，验证集和测试集

将所有的数据分为训练集，验证集和测试集（有时验证集不是必须的）。这里有两点需要注意。一，对于量化投资中常见的时间序列数据，在划分训练集，验证集和测试集的时候必须考虑时间的先后顺序。这是因为在真正部署系统的时候，站在当下我们只有训练集和验证集，而测试集是我们未来才能有的。所以在模型建立阶段，也需要按照时间顺序来划分，假设有0<T1<T2<T3，那么训练集的为0~T1的数据集，验证集为T1~T2的数据集，测试集是T2~T3的数据集。二，如果不是时间序列数据，那么在划分训练集，验证集和测试集的时候，必须是随机的。实际操作中，往往首先随机打乱行的顺序，然后取数据集的前n%为训练集，n%-m%为验证集，剩下的为测试集，有n<m。

* + 1. 基于训练集和验证集建立模型

这一部分是最需要经验的，根据数据本身的特性选择最适合的模型。

* + 1. 在测试集上检验模型效果，如果效果不好，回到第（2,3）步，否则去第（5）步

一旦模型被建立完成，它将在测试集上被测试。首先，我们去除测试集里面的因变量。然后使用训练好的模型基于特征（因子）产生预测值。然后我们将预测值和实际值进行比较。如果预测值和实际值相近，那么说明我们的模型是非常合适的。衡量预测值和实际值是否相近的有很多方法，具体会在后文具体说明。

* + 1. 部署至实际系统

这是最重要的一步。如果模型的速度和准确性是可以接受的，那么就应该被部署到实际的系统的当中。通常来说，数据越多，模型的预测效果越好。但是在金融投资当中不完全如此，因为太久远的数据或许不容易表现出最近的市场状态。用多久的数据经常需要人的主观经验。此外，数据越多，对计算力的要求越高……。

|  |
| --- |
| 图1：机器学习基本流程图 |
|  |
| *资料来源：安信证券研究中心* |

* 1. 机器学习应用场景

机器学习广泛应用于图像识别，自动驾驶，动作识别，语音识别，自然语言处理，翻译，反欺诈，推荐系统和计算生物学。

以图像识别著名的“MNIST数据集”为例，将含有阿拉伯数字的图片转换为像素参数矩阵输入神经网络，经过多个隐含层后，神经网络将对图片中的数字进行识别，并输出具体数字结果。

可将下图中图片中的数字与神经网络识别结果进行对比

|  |
| --- |
| 图2：神经网络识别数字 |
|  |
| *资料来源：Yann LeCun, Courant Institute, NYU* |

最新的committee of 35 conv. net, 1-20-P-40-P-150-10 [elastic distortions]识别数字的正确率已经高达99.77%

自然语言处理是当今的另一个热门方向，也是计算机科学领域与人工智能领域中的一个重要方向。它研究能实现人与计算机之间用自然语言进行有效通信的各种理论和方法。以智能家居为例，只需通过说话就能有效指挥你家里的电器了。如下图，“将我房间里的气温设置到70度（华氏）”

|  |
| --- |
| 图3：自然语言处理示意图 |
|  |
| *资料来源： wit.ai* |

* 1. 机器学习在量化投资中的应用
     1. 历史

与很多人的想法相左，机器学习在量化投资中已经用了25年有余。事实上，人工智能曾经风靡一时。高盛早在上世纪90年代就组建了第一支人工智能量化投资小组。而在1993出版的Neil A.Gershenfeld和 Andreas S. Weigend的《The Future of Time Series》的一书引言中，他们更是乐观的估计机器学习将彻底颠覆传统的时间序列分析。尽管如此，后来的结果表明，人工智能并没有成为那个金融领域的变革者。而且，不仅仅是金融，以神经网络为代表的人工智能在图像和语音识别领域也曾遭遇了重大挫折。

但这一切并不代表人工智能的最终失败。近几年来，以卷积神经网络和长短期记忆网络为代表的深度学习在科技行业产生了巨大的成功。而在量化交易中的也产生了越来越多的全部依赖人工智能的自动化交易基金，例如Two Sigma。

* + 1. 人工智能复兴的原因

有三个原因直接导致了人工智能在量化投资的再次兴起。

一）计算机比25年提高了一千倍，这使得更加复杂的神经网络成为可能。

二）在这25年来，算法有了巨大的进步，特别是反向传播的优化算法的完善，使得机器能更好和更快的完成任务。

三）数据量变得更加巨大，一方面数据量的增加提升了机器学习的效果，另一方面也使得人工处理数据变得成本高昂。

* + 1. 关于本系列研报

这篇和以后相关的系列报告将引入很多新奇的想法，并且分享机器学习运用到二级市场投资过程中的一些常见错误。尽管这些报告会不可避免的牵涉到一些数学细节，但是我们将更着重介绍应用机器学习的方式，而不是机器学习理论和算法本身。因此，我们希望本系列报告会不只是针对机器学习领域的量化工作者，更是针对其他领域对此感兴趣的研究人员。

1. 机器学习九个思考

为便于论述，先简要列举出这篇报告中两个经常使用的例子。

下面两个策略，一个是以半小时K线为基础的股指策略（为了区分其他策略，下称为标准神经网络回归），一个是以日K线为基础的商品策略，按周调仓（为了区分其他策略，下称为标准长周期商品策略），回测结果分别如下图

|  |  |  |
| --- | --- | --- |
| **图4****：标准神经网络回归-净值** |  | **图5****：标准神经网络回归-收益分布** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

|  |  |  |
| --- | --- | --- |
| **图6****：标准神经网络回归-回撤** |  | **图7****：标准神经网络回归-分年度夏普** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

|  |  |  |
| --- | --- | --- |
| **图8****：标准长周期商品期货策略-净值** |  | **图9****：标准长周期商品期货策略-收益分布** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

|  |  |  |
| --- | --- | --- |
| **图10****：标准长周期商品期货策略-回撤** |  | **图11****：标准长周期商品期货策略-分年度夏普** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

* 1. 机器学习从线性到非线性

（一）金融市场大概率不是线性的，Abhyankar, Copeland and Wong (1997)，Ammermann and Patterson (2003)等人各自在不同的市场中发现了这一点。机器学习有效的放宽了一些假设，例如：模型不再要求收益率服从正态分布；模型也不再要求因子和下期收益存在线性关系。但是机器学习在从数据中榨取更多信息的同时，更容易出现过度拟合。机器学习有一系列防止过度拟合的方法，具体我们以后的系列报告中讨论。

（二）人对非线性的直观理解是非常有限的，这对传统量化基金经理是非常大的挑战。在传统多因子体系框架当中，量化分析可以拆分为单因子，然后用 IC，IR进行单因子分析，也可以去根据因子值去进行单调性分析。但是在非线性的世界中，IC, IR已经不能完整描述因子，而且由于非线性，因子也不必须要服从单调性的假设。为了使传统量化基金经理理解非线性，我们将力图在机器学习领域构建一套机器学习因子分析框架，具体我们也将会在以后的系列研报中讨论。

以下是简单的比较，左侧策略使用支持向量机回归，采用线性核函数。而右侧是我们标准的神经网络回归策略。可以看到从夏普，最大回撤，年化收益，日胜率和盈亏比五个方面，线性策略都逊于标准神经网络回归策略。

**表1****：线性策略与标准神经网络回归策略对比**

|  |  |  |
| --- | --- | --- |
| 参数/策略名 | SVR线性核 | 标准神经网络回归 |
| **夏普** | 0.95 | 3.55 |
| **最大回撤** | 29.71% | 17.05% |
| **年化收益** | 17.67% | 80.36% |
| **日胜率** | 49.64% | 62.69% |
| **盈亏比** | 1.23 | 1.31 |

*资料来源：Wind,安信证券研究中心*

|  |  |  |
| --- | --- | --- |
| **图12****：SVR线性核-净值** |  | **图13****：标准神经网络回归-净值** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

* 1. 预测周期：从低频到高频

初学者最开始研究量化投资的时候，通常都是从股票日线开始的。但大部分既有的研究和实战结果表明，日K线尤其是更为低频的周K线等恰恰是机器学习模型不太容易把握或占优的时间尺度，理由如下。

（一）数据量高频更大，通常来说对机器学习模型，数据量越大越好。

（二）高频下人的交易行为受到的干扰因素较小，基本面不容易发生明显变化，规律更加稳定，机器更加容易学习

但是是不是越高频越好呢？答案也是否定的，现实世界中有交易成本，越高频，交易成本越高。更不用提在超高频当中需要用到大量IT基础设施投入导致的巨大的成本，例如FPGA。

下表是在日线上的中证500择时与用到日内信号的择时比较。可以看到从夏普，最大回撤，年化收益，日胜率和盈亏比五个方面，较为高频的策略（标准神经网络回归）都优于低频的策略（日线神经网络）。

**表2****：日线神经网络与标准神经网络对比**

|  |  |  |
| --- | --- | --- |
| 参数/策略名 | 日线神经网络 | 标准神经网络回归 |
| **夏普** | 0.68 | 3.55 |
| **最大回撤** | 36.92% | 17.05% |
| **年化收益** | 19.02% | 80.36% |
| **日胜率** | 53.21% | 62.69% |
| **盈亏比** | 0.99 | 1.31 |

*资料来源：Wind,安信证券研究中心*

|  |  |  |
| --- | --- | --- |
| **图14****：日线神经网络-净值** |  | **图15****：标准神经网络-净值** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

* 1. 从单次分析到推进分析

样本外检验是量化研究中避免过度拟合的常用方法，下面是单次分析的常见方法：

**表3****：单次分析示意图**

|  |  |
| --- | --- |
| **样本内** | 样本外 |

时间

*资料来源：Wind,安信证券研究中心*

上图给了一个单次分析的实例。实际上单次分析就是把整个样本分为互不重叠的两个部分。白色的是样本内，灰色的是样本外。首先用样本内的数据训练机器学习模型，然后用这个建立好的机器学习模型直接放入样本外数据进行检验，如果在样本外的数据依然说明该模型效果很好，那么在一定程度上说明该模型可以处理实际的问题。

而推进分析的样本内外常常变化：

**表4****：推进分析示意图**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **样本内** | 样本外 |  |  |  |  |  |
| **样本内** | | 样本外 |  |  |  |  |
| **样本内** | | | 样本外 |  |  |  |
| **样本内** | | | | 样本外 |  |  |
| **样本内** | | | | | 样本外 |  |
| **T1** | T2 | T3 | T4 | T5 | T6 |  |

时间

*资料来源：Wind,安信证券研究中心*

上图是一种推进分析的方法。推进分析有个最为明显的特点，就是样本外的交易长度仅为一个交易周期。同样的，首先用样本内的数据训练机器学习模型，然后用这个建立好的机器学习模型直接放入样本外数据进行检验。在T1时刻，用0~T1的数据训练模型，然后在T1~T2的数据去检验模型；在T2时刻，用0~T2的数据训练模型，然后在T2~T3的数据去检验模型；在T3时刻，用0~T3的数据训练模型，然后在T3~T4的数据去检验模型，以此类推。最后将所有灰色框内的检验结果汇总，就是推进分析下总的样本外结果。

推进分析除了上图所示，还有滚动n期等等方法。是不是推进分析总是优于单次分析，什么时候该用推进分析，什么时候该用单次分析？我们会在以后的报告中逐步讲解。

* 1. 预测目标：从收益到其他

想象一个场景，假设投资者有基础资金一百万，他可以选择两只股票。股票A可能亏5万，但是可能赚10万；股票B可能亏10万，但是可能赚30万。那么投资者应该如何选？一般人给出的答案通常是看该投资者的风险偏好。但是做量化的人都会说，投资者选B股票，因为B股票收益回撤比高。投资者完全可以买两份的A股票，这样A股票就变成了可能亏10万，但是可能赚20万，吸引力就不如B了。

在上述场景中，量化投资者并不关心收益，只关心收益回撤比。所以在建立模型的时候，机器学习同样可以将预测目标变成收益回撤比。但是并不是所有时候都适合拿收益回撤比做预测目标，我们将在系列研报中详细解释。

**表5****：预测目标（一周累计收益/标准差）与（一周累计收益）对比**

|  |  |  |
| --- | --- | --- |
| 参数/策略名 | 预测值（一周累计收益/标准差） | 预测值（一周累计收益） |
| **夏普** | 1.06 | 1.03 |
| **最大回撤** | 13.02% | 12.99% |
| **年化收益** | 8.61% | 9.24% |
| **日胜率** | 54.16% | 53.45% |
| **盈亏比** | 1.06 | 1.09 |

*资料来源：Wind,安信证券研究中心*

|  |  |  |
| --- | --- | --- |
| **图16****：预测目标（一周累计收益/标准差）-净值** |  | **图17****：预测目标（一周累计收益）-净值** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

上图是当预测值为（一周累计收益/标准差）和（一周收益）的结果。结果表明，当预测值为（一周累计收益/标准差）时，收益变小，夏普变大。

* 1. 从分类到回归

监督式机器学习按照预测目标是否连续可以分为分类问题和回归问题。分类问题的因变量是离散的，而回归问题的因变量是连续的。笔者认为，分类和回归没有绝对的好和坏，各自有各自背后的逻辑。后续的报告将结合具体实例分析，什么时候用分类，什么时候用回归。

以下是简单的比较，左侧是神经网络分类策略。分类标签是简单的分为1（看涨）和-1（看跌）。若预测值为1，便看多买入，预测值为-1，则看空卖出。而右侧是我们标准的回归策略。可以看到从夏普，最大回撤，年化收益，日胜率和盈亏比五个方面，分类都逊于标准回归策略。

**表6****：神经网络分类与回归对比**

|  |  |  |
| --- | --- | --- |
| 参数/策略名 | 神经网络分类 | 标准神经网络回归 |
| **夏普** | 1.66 | 3.55 |
| **最大回撤** | 25.30% | 17.05% |
| **年化收益** | 30.91% | 80.36% |
| **日胜率** | 49.72% | 62.69% |
| **盈亏比** | 1.39 | 1.31 |

*资料来源：Wind,安信证券研究中心*

|  |  |  |
| --- | --- | --- |
| **图18****：神经网络分类-净值** |  | **图19****：神经网络回归-净值** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

* 1. 预测值相关

无论是分类还是回归，我们都会从机器学习中得到预测值。对预测值的有效运用是实盘成功的重要帮手。例如，假设用的是回归，那么是简单的当回归值大于0就做多，小于0就做空吗？假设用的是分类，分成两类，是分到看涨类的就看多买入，分到看跌类的就看空抛出吗？在这一系列中，我们将具体讨论。

以下是简单的比较。左侧策略也是神经网络回归策略。回归值以0为界限，大于0就做多，小于0就做空。而右侧是标准神经网络回归策略。可以看到从夏普，最大回撤，年化收益，日胜率和盈亏比五个方面，简单以0为界限的策略都逊于标准回归策略。

**表7****：以0为界与标准神经网络对比**

|  |  |  |
| --- | --- | --- |
| 参数/策略名 | 神经网络回归值，以0为界限 | 标准神经网络回归 |
| **夏普** | 2.17 | 3.55 |
| **最大回撤** | 26.05% | 17.05% |
| **年化收益** | 43.92% | 80.36% |
| **日胜率** | 46.68% | 62.69% |
| **盈亏比** | 1.75 | 1.31 |

*资料来源：Wind,安信证券研究中心*

|  |  |  |
| --- | --- | --- |
| **图20****：以0为界神经网络-净值** |  | **图21****：标准神经网络-净值** |
|  |  |  |
| *资料来源：Wind,安信证券研究中心* |  | *资料来源：Wind,安信证券研究中心* |

* 1. 如何让机器学习不那么黑箱（非线性的预测体系需要非线性的归因方式）

机器学习普遍被人诟病的部分就是可解释性差。2016年的时候，欧盟更是发布了General Data Protection Regulation，要求所有模型都要有可解释性，否则不得用于商业用途，在机器学习领域引起了轩然大波。

尽管机器学习模型的可解释性暂时还无法比简单的线性模型表现更加好，但是这并不意味着机器学习是一个完完全全的黑箱。比如在图像识别领域，就有一些常见的方法。

|  |
| --- |
| 图22：AlexNet的卷积神经网络 |
| http://cs231n.github.io/assets/cnnvis/act1.jpeg |
| 资料来源：斯坦福大学 |

上图的模型是一种被称为AlexNet的卷积神经网络。该AlexNet已经训练完毕，它的目标是从25000张动物的图像集合识别出猫。上图是AlexNet是第一卷积层，越白的地方，激发值越高。可以清晰的看到，在不少图上，通过观察神经元上的激发值，还是能看到猫的全貌的，例如第一行第四列。

同样的，在机器学习领域也可以进行因子的分析，看看哪些因子贡献最大。例如对传统的多因子模型，我们可以用机器学习的归因方法做出如下图。每个因子在非线性空间下的重要性以如下盒状图的方式展示出来：

|  |
| --- |
| 图23：机器学习的因子分析方法 |
| I:\AlphaCZL_oneyr_Monthly_Feature_Rolling\2012-06-29.png |
| 资料来源：Wind,安信证券研究中心 |

由于是在非线性空间下面计算的，重要性并不代表正负方向，它代表的是对下期收益的预测能力。因子的重要度越大，在Y轴上的位置就越高。可以看出因子g在y轴处于非常高的位置，所以非常重要。而相对应的，因子k在非常低的位置，甚至是红色标出，说明非常不重要（红色是因为机器认为重要程度甚至没有统计显著性！）。因子j的上下四分位距离差距很大，说明因子j非常不稳定（重要性的方差非常大）shadowMax是指假设随机建立一个因子，这个因子重要性的最大值是多少，shadowMean是指假设随机建立一个因子，这个因子重要性的平均值是多少，shadowMin是指假设随机建立一个因子，这个因子重要性的最小值是多少，所有小于shadowMax的因子，都在统计意义上不能称之为有效的因子。

在机器学习领域，有很多种这样分析因子有效性的方法，我们将这些方法统一称为特征工程。我们将在后续系列报告中统一介绍。

* 1. 如何判断策略失效

任何策略都有失效的时候，机器学习策略也一样。无论是机器学习还是量化投资，都基于一个非常重要的假设，那就是历史能够重演。传统策略经常使用的失效标准是当最大回撤击穿历史最大回撤，或者是历史最大回撤的1.5倍。而机器学习策略还有一些独特的方法。通常来说，高频策略由于交易次数频繁，容易达到统计显著性，失效相对容易发现。而低频策略的判断更需要对策略本身逻辑的深刻的理解。我们将从机器学习和量化本身的原理出发，结合策略本身，在后续的系列报告中探讨这个问题。

* 1. 机器学习杂谈

杂谈1到杂谈4是我们将在最后一篇报告中讨论的。

**杂谈1：计算落地相关：我们需要什么级别的计算力？**

Apache Spark和Hadoop是两个主流的大数据框架。大多数的科技公司都会或多或少用到这些框架，如今一些对冲基金需要考虑使用Apache Spark或者Hadoop吗？我们将从需求和成本的角度加以讨论。

**杂谈2：交易系统相关**

考虑到绝大多数机器学习系统也都是基于Linux的，这一杂谈将举例说明如何将机器学习系统与基于Windows的交易系统结合在一起。

**杂谈3：机器学习与主观交易**

最近有关机器学习将要取代人类主观交易员的言论非常多，这可能是一个误区。人类做出的决定的过程相对于机器学习做出的决定的过程是有非常巨大的区别。一个非常直观的理解是，人类决策模糊但稳定性高，机器学习决策准确却脆弱。我们将从机理、数据、推理联想等等方面说明两者的区别。

**杂谈4：机器学习在量化投资的机遇与挑战**

机器学习在量化投资领域已经经历了几十个年头。随着计算能力的进一步发展，机器学习必将在量化领域发挥更大的作用。在后续的系列报告中，笔者将从数据，算法，计算力，用户和公司组织架构五个方面对机器学习在量化投资的机遇与挑战做出讨论。

1. 监督式学习简介
   1. 线性模型

对于输入和输出，机器学习中的线性模型就是利用训练集中数据，找到一个线性组合来尽可能好地描述：，也即。

寻找这个线性组合的方式有许多，我们最为熟悉的是线性回归，通过拟合得到的变量方程，可以求出需要预测的变量。

但是线性模型不仅仅是线性回归，只要能够表达为形式（或）的均属于线性模型范畴。从直观上讲线性模型是在高维样本空间中找到一组超平面，通过这个超平面得到x到y的映射（回归），或者由这个超平面将空间划分成不同区域，每个区域对应不同类别（分类）。因此，诸如Logit模型等可以化为形式的均属于线性模型。

线性模型的优点在于简单直观，解释性强，通过观察向量w可以简便地观察各特征的权重。其缺点在于模型过于简单，往往不能解释复杂的联系。

* 1. Kernel Smoothing

在使用上述线性模型时，是站在整体上得到模型，利用它去拟合样本空间中所有的点。但有时，找不到一个对于整个样本空间放之四海而皆准的模型，这时我们需要从local 的角度对模型进行训练。

我们最为熟悉的local训练方法是KNN，选取距离最近的K个样本，取均值后得到预测值。这种方式会带来不连续、不光滑的情况，如下图：

|  |
| --- |
| 图24：KNN算法 |
| 说明: NNSmoother.svg |
| 资料来源：Wind,安信证券研究中心 |

图中绿线为真值，蓝点为样本点，红线为KNN拟合曲线。

为使曲线更加平滑，可以采用Kernal Smoothing的方法，对K个近邻，不直接平均而是先赋予不同权重，距离越近，权重越大，距离越远，权重越小。

也即从直接平均：

变为加权平均：

上式中的即为核函数（kernel），有多种选取方式，一个常用的核函数是高斯核函数，这里给出称为Epanechnikov quadratic kernel的核函数，如下：

通过核函数加权平均后，如下图：

|  |
| --- |
| 图25：核函数下的KNN算法 |
| 说明: KernelSmoother.svg |
| 资料来源：Wind,安信证券研究中心 |

红色的拟合曲线比原来更加平滑，此即核平滑（Kernel Smoothing）一个比较简单的例子。

* 1. 树状模型：Bagging 和 Boosting

Bagging 和 Boosting均属于集成学习方法。其基本思路相同，都是从训练集中选出许多子集，喂给多个同类学习器，也即每个学习器得到的训练集不是完全相同的，然后将它们集合起来，得出预测结果。

选取训练集时，Bagging的训练集是在原始集中有放回选取的，从原始集中选出的各轮训练集之间是独立的；而Boosting的每一轮的训练集的X是不变的，在分类问题中，每个样例在分类器中的权重发生变化，在回归问题中，每个样例的Y会有一定调整，两者都是根据上一轮的分类错误的样本进行调整。

在样例权重上，Bagging使用均匀取样，每个样例的权重相；而Boosting则会根据错误率不断调整样例的权值，错误率越大则权重越大。

在集成多个训练结果时，Bagging对于所有预测函数的权重相等；而Boosting的每个预测函数都有相应的权重，对于分类误差小的预测函数有更大的权重。

在并行计算方面，Bagging的各个预测函数可以并行生成；而Boosting的各个预测函数只能顺序生成，因为后一个模型参数需要前一轮模型的结果。

* 1. 支持向量机

支持向量机（SVM）一般用于分类问题，解决分类问题的思路在于找到一条离所有分类尽可能远的分界线，选择这条分界线的依据是：寻找两条经过各分类相应坐标点的平行线，并使其与分界线的距离尽可能远。

在判断新的数据点的类别时，只需要看其落在分界线的哪一边即可。值得注意的是，确定分界线只需要间隔区边缘的坐标点，其余数据可以被去掉，那么这条分界线附件的坐标点称为支持向量，寻找支持向量，并利用支持向量来寻找分界线的算法便是支持向量机。

|  |
| --- |
| 图26：支持向量机 |
| 说明: C:\Users\MSI\AppData\Local\Temp\1507536778(1).png |
| 资料来源：Wind,安信证券研究中心 |

支持向量机可以作为线性分类器，也可以利用核技法kernel trick运用于非线性分类。

支持向量回归（SVR）利用了支持向量的思想，来解决回归问题，只是它的目标与SVM不同。直观来讲，SVM试图找到一条线，忽略边缘的点，利用周围的点分割空间。而SVR 试图找到一条线，忽略周围的点，对剩余的点进行回归。同样可以利用核技法kernel trick运用于非线性回归。（注：此处kernel trick与1.2 kernel smoothing并非一个概念）

* 1. 深度学习：CNN, DNN 和 LSTM

**NN：**

NN即Neural Network，是最基本感知机加上多个隐含层组成的，通过反向传播BP算法，由节点模拟神经元对激励的响应，来训练机器学习模型。

**DNN：**

神经网络的层数直接决定了它对现实的刻画能力，但是随着神经网络层数的加深，优化函数越来越容易陷入局部最优解，且面临“梯度消失”现象（在BP反向传播训练时，由于衰减，如果层数太多，低层几乎接受不到有效训练信号）。DNN即深度神经网络，则是利用各种方法（比如预训练、传输函数用maxout代替sigmoid等），克服了这个问题，增加了层数，得到了更好的结果。

**CNN：**

DNN成功增加了NN的层数，但层数的有效增加直接带来的问题在于节点数猛增，参数数量爆炸，这不仅容易过拟合，还容易陷入局部最优。于是CNN即卷积神经网络，通过“卷积核”作为中介，极大降低了隐含层中参数的数量。一定程度解决了上述问题。

**RNN：**

DNN还存在另一个问题在于：无法对时间序列上的变化进行建模，在样本出现的时间顺序非常重要的情景下，RNN即循环神经网络解决了这个问题。在RNN中，神经元的输出可以在下一个时间戳直接作用到自身，t+1时刻网络的最终结果是该时刻输入和所有历史共同作用的结果，这就达到了对时间序列建模的目的。

**LSTM：**

RNN解决了对时间序列建模的问题，但是“梯度消失”现象又出现了，对于t时刻来说，它产生的梯度在时间轴上向历史传播几层之后就消失了，根本就无法影响太遥远的过去。为了解决时间上的梯度消失，机器学习领域发展出了LSTM长短时记忆单元，通过门的开关实现时间上记忆功能，防止梯度消失。

1. 风险提示

机器学习量化策略的结果是对历史经验的总结，存在失效的可能。
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