Stan Introduction

# The Need for Stan

Part of the difficulty of Bayesian statistics for us is the R is not equipped to handle some of the necessary procedures. For example, sampling from a posterior distribution is an essential part of Bayesian inference, but if we are using MCMC or a variation of it as part of our sampling (and we likely are) writing the code in R can be long and comlicated. Even running the code neccessary may take an impractical amount of time.

Stan is a programming language seperate from R designed to help in Bayesian analysis. Stan removes the dozens of lines of code that we would have needed to write, and instead asks for us to fill in three basics blocks of information: ‘data’, ‘parameters’, and ‘model’.

We’ll explain more about each of these components and show how to use Stan within Rstudio with the example code below.

# Run all R code in a new R script file called RStan\_introduction  
# The package below will install Stan to Rstudio, and you will be able to create Stan files.  
install.packages("rstan", repos = "https://cloud.r-project.org/", dependencies = TRUE)

## Installing package into 'C:/Users/adamkh/Documents/R/win-library/3.5'  
## (as 'lib' is unspecified)

## package 'rstan' successfully unpacked and MD5 sums checked  
##   
## The downloaded binary packages are in  
## C:\Users\adamkh\AppData\Local\Temp\RtmpacUsI6\downloaded\_packages

pkgbuild::has\_build\_tools(debug = TRUE)

## Scanning R CMD config CC...  
## cc\_path: c:/Rtools/mingw\_64/bin/gcc   
## install\_path: c:/Rtools   
## VERSION.txt  
## Rtools version 3.5.0.4   
## Found compatible gcc from R CMD config CC

## [1] TRUE

#This line should return output 'TRUE'

library(rstan)

## Loading required package: StanHeaders

## Loading required package: ggplot2

## rstan (Version 2.19.2, GitRev: 2e1f913d3ca3)

## For execution on a local, multicore CPU with excess RAM we recommend calling  
## options(mc.cores = parallel::detectCores()).  
## To avoid recompilation of unchanged Stan programs, we recommend calling  
## rstan\_options(auto\_write = TRUE)

## For improved execution time, we recommend calling  
## Sys.setenv(LOCAL\_CPPFLAGS = '-march=native')  
## although this causes Stan to throw an error on a few processors.

#If this is your first Rstan installation, restart R.   
#If the installation has not gone correctly, a more in depth guide can be found at  
#https://github.com/stan-dev/rstan/wiki/RStan-Getting-Started

Now we should have rstan installed. Restart R! As with most new packages, this should get everything we need working.

Go to the file tab in the top left corner of Rstudio. Select new file. You should now see ‘Stan file’ in this list. Select it, and return here.

If Stan file is not an option, something went wrong in setup. Return to this website <https://github.com/stan-dev/rstan/wiki/RStan-Getting-Started> for more help.

If the Stan file is now open, perfect, save it as my\_stan\_model and leave it there for now. We need to make some fake data for our Stan model.

# Create our data

N = 100  
Y = rnorm(N, 1.6, 0.2)  
hist(Y)

![](data:image/png;base64,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)

So we have some very simple data that will work for our stan model. We have 100 data points, the data is normally distributed around a mean of 1.6, and has a standard deviation of 0.2. From here we will start building stan in your new stan file.

Clear any default text out of your Stan file and paste the following.

# Build Stan model

Stan files use double slash marks for comments // Lines within blocks should end with a semi colon ;. After the model block, leave one line underneath it.

data {  
  
}  
  
parameters {  
  
}  
  
model {  
  
}

These are the blocks I referred to earlier, and are the most used. There are others you’ll learn about later. Lets start with the first, data. Pretty straitforward, we need to tell the model what data we’re working with. Down below you’ll see how we format it.

data {   
 int N;   
 real Y[N];   
}  
  
parameters {  
  
}  
  
model {  
  
}

First we include our sample size. int because we are dealing with integers, a discrete count. Second, our observations, Y[N]. Real because our data are continuous. N is in brackets to tell stan that we have an array of data points for N individuals (100 in this case).

data {   
 int N;   
 real Y[N];   
}  
  
parameters {   
 real mu;   
 real<lower=0> sigma;   
}  
  
model {  
  
}

Our model section includes the parameters we are trying to estimate from our data. In our simple model here, we only are worried about mu and sigma. Both are continuous, so type real, but we want to make sure the model knows that sigma cannot be negative. Thus we add in the <lower=0> modifier. That’s it for parameters.

data {   
 int N;   
 real Y[N];   
}  
  
parameters {   
 real mu;   
 real<lower=0> sigma;   
}   
  
model {   
//This for loop is our likelyhood  
 for(i in 1:N)   
 Y[i] ~ normal(mu, sigma);   
//These are our priors  
 mu ~ normal(1.7, 0.3)   
 sigma ~ cauchy(0, 1);   
}

The model block gets a little more complicated, as will parameters and data in more complicated models that we will see later. For right now, this will do. We start by defining our likelyhood here, in which we make a for loop that will run all points of our data Y, assuming a normal distribution. Then we define our priors for both our parameters, mu and sigma. In this code, we assume a prior very close to our data, but tweek the numbers here to see how priors interact with the likelyhood.

# Using our Stan model in R

Lets return to our Rscript.

Since we already have the rstan library loaded, we can run our data through the stan model and look at some of the important results.

mymodeldata = list(  
 N = 100,  
 Y = rnorm(N, 1.6, 0.2)  
)  
fit = stan(  
 file = here::here("Code", "my\_stan\_model.stan"),  
 data = mymodeldata,  
 seed = 42,  
 chains = 4  
)

##   
## SAMPLING FOR MODEL 'my\_stan\_model' NOW (CHAIN 1).  
## Chain 1:   
## Chain 1: Gradient evaluation took 0 seconds  
## Chain 1: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 1: Adjust your expectations accordingly!  
## Chain 1:   
## Chain 1:   
## Chain 1: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 1: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 1: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 1: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 1: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 1: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 1: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 1: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 1: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 1: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 1: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 1: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 1:   
## Chain 1: Elapsed Time: 0.105 seconds (Warm-up)  
## Chain 1: 0.116 seconds (Sampling)  
## Chain 1: 0.221 seconds (Total)  
## Chain 1:   
##   
## SAMPLING FOR MODEL 'my\_stan\_model' NOW (CHAIN 2).  
## Chain 2:   
## Chain 2: Gradient evaluation took 0 seconds  
## Chain 2: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 2: Adjust your expectations accordingly!  
## Chain 2:   
## Chain 2:   
## Chain 2: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 2: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 2: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 2: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 2: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 2: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 2: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 2: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 2: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 2: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 2: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 2: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 2:   
## Chain 2: Elapsed Time: 0.107 seconds (Warm-up)  
## Chain 2: 0.11 seconds (Sampling)  
## Chain 2: 0.217 seconds (Total)  
## Chain 2:   
##   
## SAMPLING FOR MODEL 'my\_stan\_model' NOW (CHAIN 3).  
## Chain 3:   
## Chain 3: Gradient evaluation took 0 seconds  
## Chain 3: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 3: Adjust your expectations accordingly!  
## Chain 3:   
## Chain 3:   
## Chain 3: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 3: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 3: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 3: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 3: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 3: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 3: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 3: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 3: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 3: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 3: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 3: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 3:   
## Chain 3: Elapsed Time: 0.102 seconds (Warm-up)  
## Chain 3: 0.149 seconds (Sampling)  
## Chain 3: 0.251 seconds (Total)  
## Chain 3:   
##   
## SAMPLING FOR MODEL 'my\_stan\_model' NOW (CHAIN 4).  
## Chain 4:   
## Chain 4: Gradient evaluation took 0 seconds  
## Chain 4: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 4: Adjust your expectations accordingly!  
## Chain 4:   
## Chain 4:   
## Chain 4: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 4: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 4: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 4: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 4: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 4: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 4: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 4: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 4: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 4: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 4: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 4: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 4:   
## Chain 4: Elapsed Time: 0.112 seconds (Warm-up)  
## Chain 4: 0.134 seconds (Sampling)  
## Chain 4: 0.246 seconds (Total)  
## Chain 4:

The function stan can be manipulated in greater detail, but the only details we need to worry about now are correctly calling the stan model, entering our data as a list, and the seed just to make sure results are consistent and anyone running the code can know they ran everything corectly.

The here::here line will be useful as we navigate directories in Github. For now, assuming that your Rscript and Stan file are in the same directory or project on your computer, you should only need to correctly spell the name of your Stan file.

The chains code is helpful for making your code run more efficiently and checking for accuracy. We will go into more detail later, but for now you should run 4 chains, assuming your computer has 4 cores. If your not sure how many cores you have, you can usually find that information in your computer settings, or you can run this code.

install.packages("parellel")  
library(parallel)  
detectCores()

R will detect the number of cores on your PC.

Now the object ‘fit’ contains the results of running our data through our model. Let’s check them out.

print(fit)

## Inference for Stan model: my\_stan\_model.  
## 4 chains, each with iter=2000; warmup=1000; thin=1;   
## post-warmup draws per chain=1000, total post-warmup draws=4000.  
##   
## mean se\_mean sd 2.5% 25% 50% 75% 97.5% n\_eff Rhat  
## mu 1.60 0.00 0.02 1.56 1.58 1.60 1.61 1.63 3353 1  
## sigma 0.19 0.00 0.01 0.16 0.18 0.19 0.20 0.22 2976 1  
## lp\_\_ 116.71 0.02 1.02 113.97 116.29 117.04 117.44 117.70 1864 1  
##   
## Samples were drawn using NUTS(diag\_e) at Thu Nov 21 20:41:55 2019.  
## For each parameter, n\_eff is a crude measure of effective sample size,  
## and Rhat is the potential scale reduction factor on split chains (at   
## convergence, Rhat=1).

Here we can see the estimated means for our parameters and diagnose our model for issues with convergence. You will learn more abot that later, but the model seems to have run correctly here. We can also look at the posterior with the following code.

parametermu = extract(fit)$mu  
hist(parametermu)
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# Conclusion

This has been a very simple introdution to help you create a Stan model and using R to run data through it. Your future Stan models will be a lot more complex, but this example should help you see how models differ and the impact new code has going forward.