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Visual Question Answering (VQA) is an emerging technology that can answer natural language questions about an image. This task was previously thought to be purely science fictional but through the advancement of deep learning and natural language processing, systems are now capable of answering questions that are considered “human”. VQA uses Natural Language Processing as one of the inputs (a natural language question), and the other input is the content of an image. Therefore, the system needs advances object recognition, object detection, and scene classification among many others.

Datasets are at the core of VQA, at the bare minimum, each element of the dataset contains an image, a question, and an answer to that question. Recent datasets have been generated through crowdsourcing to have an actual human give the answer. Often these questions could be simple enough for a four-year-old to answer. For a dataset to be acceptable, it must be large enough to capture the range of possibilities among the questions and the contents of each image in a real-world scenario. The most used dataset is the Microsoft Common Objects in Contexts (COCO). It consists of 3.28 \* 105 elements and a total of 2.5 \* 106 labeled instances.

In general, a VQA system has the following three procedures: image featurization, question featurization, and joint comprehension of text and image. The first step is to describe the image in terms of vectors to be able to apply different mathematical operations to it, for example, an RBG vector. A pre-trained convolutional neural network is often chosen to help in accentuating the features of an image easily. Next comes the processing of the natural question posed. Each word in the query is converted into an input vector which is looked-up on a table. Finally, the general idea of joint comprehension of the image and text is to use mathematical operations such as addition, multiplication, dot products and concatenation of similar regions.

An application for VQA could be to help blind and visually impaired individuals. With the help of these systems, these individuals could be provided with information on any image. VQA can be used for educational purposes as well. As the technology improves, and systems can answer even more complex questions, VQAs could potentially answer questions that an average human is not able to.

There is great societal significance for this area of research. For example, ultra-specialized surgeons are in a huge demand, but most importantly, they are in demand across the world, so one patient may be in Turkey but another patient in critical condition is in Canada and needs to be operated the same day. To help both within the limited time frame, the doctor may decide to execute the surgery remotely. The surgery would be done over a 5G network to limit the amount of delay, but the surgeon does not have time to train a whole crew of assistant doctors/surgeons in the new location. This is where VQA can have an enormous impact.

A well-trained system would be able to assist the surgeon by responding to queries such as “zoom in on the tumor on the left of the limbic lobe” or “locate the pineal gland”. This way, the surgeon would be able to assist patients all over the world with the help of a VQA system. Using this new technology on a global scale to improve a higher quality in humanity is a key mission of creating the societal engineer.

Using the mentioned example, we will explore the status of VQA in the surgical scenes. Questions are always being asked in the medical field; however, they are not always being answered. Whether it is a shy student in class too scared of asking their highly claimed professors, or expert surgeons who are overworked and do not have time to answer questions from junior residents, the knowledge is sometimes not being shared as well as it could be. Having access to a surgical VQA system could be of great benefit as a backup option for a learner to not have to bother a more advanced surgeon. Unfortunately, there is no database containing massive amounts of annotated medical data which has been a barrier for creating such a system.
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