TENSORES E KERAS , TPUs

**Principais Características do TensorFlow:**

1. **Computação Simbólica**: TensorFlow utiliza um paradigma de computação simbólica, no qual os modelos são definidos como um grafo de operações matemáticas. Isso permite que os desenvolvedores definam as operações do modelo de forma abstrata e, em seguida, TensorFlow otimiza a execução dessas operações para aproveitar ao máximo a arquitetura de hardware disponível.
2. **Flexibilidade**: TensorFlow oferece uma ampla variedade de ferramentas e recursos para desenvolvimento de modelos de aprendizado de máquina, incluindo APIs de alto nível, como Keras, para simplificar a criação e treinamento de modelos, bem como APIs de baixo nível que permitem maior controle sobre o processo de modelagem.
3. **Suporte Multiplataforma**: TensorFlow suporta várias plataformas, incluindo CPUs, GPUs e TPUs (Tensor Processing Units), permitindo que os modelos sejam executados eficientemente em uma variedade de dispositivos e ambientes de computação.
4. **Escalabilidade**: TensorFlow é projetado para escalabilidade, permitindo treinar modelos em conjuntos de dados grandes e distribuir o processamento em vários dispositivos para acelerar o treinamento.
5. **Ecossistema Aberto**: TensorFlow possui uma comunidade ativa de desenvolvedores e pesquisadores que contribuem com uma ampla gama de ferramentas, bibliotecas e modelos pré-treinados, expandindo ainda mais as capacidades da plataforma.
6. **Integração com Outras Ferramentas**: TensorFlow pode ser integrado facilmente com outras bibliotecas e ferramentas populares de aprendizado de máquina, como scikit-learn, PyTorch, OpenAI Gym, entre outras.

**Casos de Uso do TensorFlow:**

* **Reconhecimento de Imagens**: TensorFlow é frequentemente usado para construir modelos de reconhecimento de imagens, incluindo classificação de objetos, detecção de objetos e segmentação de imagens.
* **Processamento de Linguagem Natural**: Muitos aplicativos de processamento de linguagem natural, como análise de sentimento, tradução automática e geração de texto, são desenvolvidos com TensorFlow.
* **Recomendação**: TensorFlow é usado em sistemas de recomendação para personalização de conteúdo em plataformas como Netflix, Amazon e Spotify.
* **Visão por Computador**: Aplicações de visão por computador, como reconhecimento facial, análise de vídeo e veículos autônomos, fazem uso extensivo do TensorFlow.

Em resumo, TensorFlow é uma poderosa biblioteca de aprendizado de máquina e aprendizado profundo que oferece uma ampla gama de recursos e funcionalidades para construção e implantação de modelos inteligentes em uma variedade de domínios de aplicação.

As TPUs (Tensor Processing Units) são unidades de processamento projetadas especificamente para acelerar operações de aprendizado de máquina e inferência em modelos de redes neurais. Desenvolvidas pelo Google, as TPUs são uma alternativa de hardware otimizada para executar cargas de trabalho de aprendizado de máquina em comparação com CPUs tradicionais e GPUs.

### Principais Características das TPUs:

1. **Arquitetura Especializada**: As TPUs são projetadas para realizar operações matriciais de multiplicação e adição com alta eficiência, o que é essencial para a computação em redes neurais profundas.
2. **Alto Desempenho**: As TPUs oferecem um desempenho significativamente maior em operações de aprendizado de máquina em comparação com CPUs e GPUs tradicionais. Elas podem lidar com grandes conjuntos de dados e modelos complexos de forma rápida e eficiente.
3. **Baixo Consumo de Energia**: As TPUs são altamente eficientes em termos de energia, o que significa que podem fornecer um desempenho superior enquanto consomem menos energia em comparação com outros dispositivos de processamento.
4. **Escalabilidade**: As TPUs são projetadas para escalabilidade, permitindo que várias unidades sejam agrupadas para lidar com cargas de trabalho maiores e mais complexas.
5. **Otimização para TensorFlow**: As TPUs são especialmente otimizadas para executar operações de TensorFlow, o que as torna uma escolha popular para treinamento e inferência de modelos desenvolvidos usando a estrutura TensorFlow.

### Casos de Uso das TPUs:

* **Treinamento de Modelos de Aprendizado Profundo**: As TPUs são frequentemente usadas para acelerar o treinamento de modelos de redes neurais profundas em uma variedade de domínios, incluindo visão por computador, processamento de linguagem natural e aprendizado por reforço.
* **Inferência de Modelos**: As TPUs também são usadas para executar inferência em modelos treinados, permitindo a implementação de sistemas de inteligência artificial em tempo real em aplicativos e serviços.
* **Pesquisa Científica**: As TPUs são amplamente utilizadas em projetos de pesquisa científica que envolvem análise de dados complexos, como astronomia, biologia computacional e física de partículas.

Em resumo, as TPUs são unidades de processamento especializadas projetadas para acelerar operações de aprendizado de máquina em modelos de redes neurais profundas. Elas oferecem um desempenho superior, eficiência energética e escalabilidade em comparação com CPUs e GPUs tradicionais, tornando-as uma escolha atraente para uma variedade de aplicações de aprendizado de máquina.

As TPUs (Tensor Processing Units) são hardware especializado desenvolvido pelo Google para acelerar operações de aprendizado de máquina, particularmente aquelas relacionadas a redes neurais profundas. Portanto, as TPUs são unidades de processamento que consistem em hardware físico dedicado, projetado especificamente para lidar com cargas de trabalho de aprendizado de máquina de forma mais eficiente do que CPUs (Unidades de Processamento Central) e GPUs (Unidades de Processamento Gráfico) convencionais.

Em resumo, as TPUs são hardware especializado e não apenas software. Elas são projetadas para serem altamente eficientes em termos de desempenho e consumo de energia ao lidar com operações intensivas de aprendizado de máquina, como treinamento e inferência de modelos de redes neurais profundas.

Em processamento de tensores, um **tensor** é uma **estrutura de dados multidimensional, semelhante a uma matriz ou array,** que pode conter dados de qualquer tipo e dimensão. Os tensores são a **unidade** **fundamental** de dados em **frameworks de deep learning, como TensorFlow**.

USO DE TENSORES EM GOOGLE COLAB / PYTHO E JUPYTER

Em processamento de tensores, um tensor é uma estrutura de dados multidimensional, semelhante a uma matriz ou array, que pode conter dados de qualquer tipo e dimensão. Os tensores são a unidade fundamental de dados em frameworks de deep learning, como TensorFlow.

Aqui estão algumas características importantes dos tensores:

1. **Dimensões**: Um tensor pode ter qualquer número de dimensões. Por exemplo, um tensor unidimensional é equivalente a um vetor, um tensor bidimensional é uma matriz e um tensor tridimensional é um cubo de dados.
2. **Forma (Shape)**: A forma de um tensor refere-se ao número de elementos em cada dimensão. Por exemplo, um tensor com forma (3, 4) tem 3 linhas e 4 colunas.
3. **Tipo de dados (Data Type)**: Assim como em arrays, os tensores podem conter dados de tipos diferentes, como inteiros, floats ou strings.
4. **Operações**: As operações de tensores, como adição, multiplicação, transposição, etc., são fundamentais em frameworks de deep learning para realizar cálculos em dados e parâmetros de rede neural.
5. **Broadcasting**: Os tensores podem ser combinados em operações mesmo se suas formas não coincidirem. Isso é chamado de broadcasting e é uma característica útil em muitos contextos de deep learning.

Em resumo, tensores são estruturas de dados flexíveis e poderosas que facilitam a representação e manipulação de dados multidimensionais em algoritmos de machine learning e deep learning. Eles são essenciais para a eficácia e escalabilidade desses algoritmos em problemas do mundo real.

isso ( Se você deseja experimentar o uso de TPUs, pode fazê-lo no Google Colab. Aqui está um exemplo simples de um programa Python para criar e treinar uma rede neural usando TensorFlow no Google Colab ) posso usar pelo IDE pycharm e / ou pelo Jupyter ?
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Sim, você pode usar tanto o PyCharm quanto o Jupyter para experimentar o uso de TPUs, embora a configuração possa ser um pouco diferente em comparação com o Google Colab.

No PyCharm:

1. Você precisa ter o TensorFlow instalado no seu ambiente Python.
2. Certifique-se de que o PyCharm esteja configurado corretamente para acessar o ambiente Python que possui o TensorFlow instalado.
3. Você pode escrever seu código Python no PyCharm e executá-lo normalmente. No entanto, para aproveitar as TPUs, você precisará ter acesso a um ambiente que as suporte.

No Jupyter Notebook:

1. Você pode abrir um notebook Jupyter no seu navegador e escrever seu código Python lá.
2. Se você estiver usando o Google Colab, as TPUs estão disponíveis por padrão e você pode habilitá-las facilmente no ambiente.
3. Se você estiver executando o Jupyter Notebook localmente, pode ser necessário configurar um ambiente que suporte TPUs.

Independentemente do ambiente que você escolher, a maneira como você escreve e executa seu código Python será a mesma. No entanto, para aproveitar as TPUs, certifique-se de estar em um ambiente que as suporte e configure corretamente seu código para usá-las.

Parte superior do formulário

TENSOR NO PYCHARM

Para configurar o PyCharm para trabalhar com TensorFlow e usar TPUs, siga estas etapas:

1. Instale o TensorFlow no seu ambiente Python. Você pode fazer isso usando pip:

Copiar código

pip install tensorflow

1. Verifique se o PyCharm está configurado para usar o ambiente Python que possui o TensorFlow instalado. Você pode verificar isso indo para **File -> Settings -> Project -> Project Interpreter** no PyCharm e garantindo que o interpretador Python correto esteja selecionado.
2. Para usar TPUs, você geralmente precisa de acesso a um ambiente que as suporte. Isso geralmente significa usar o Google Colab ou outros serviços de nuvem que fornecem acesso a TPUs. Se você estiver usando o Google Colab, as TPUs estarão disponíveis por padrão.

Aqui está um exemplo simples de um programa Python para criar e treinar uma rede neural usando TensorFlow no Google Colab:

python

Copiar código

import tensorflow as tf from tensorflow.keras import layers, models # Define o modelo model = models.Sequential([ layers.Flatten(input\_shape=(28, 28)), # Camada de entrada layers.Dense(128, activation='relu'), # Camada oculta layers.Dropout(0.2), # Regularização layers.Dense(10, activation='softmax') # Camada de saída ]) # Compila o modelo model.compile(optimizer='adam', loss='sparse\_categorical\_crossentropy', metrics=['accuracy']) # Carrega o conjunto de dados MNIST mnist = tf.keras.datasets.mnist (x\_train, y\_train), (x\_test, y\_test) = mnist.load\_data() x\_train, x\_test = x\_train / 255.0, x\_test / 255.0 # Normaliza os pixels para valores entre 0 e 1 # Treina o modelo model.fit(x\_train, y\_train, epochs=5) # Avalia o modelo model.evaluate(x\_test, y\_test)

Este código cria e treina uma rede neural simples para classificação de dígitos usando o conjunto de dados MNIST. Certifique-se de executar este código no Google Colab para aproveitar as TPUs. No PyCharm, você pode escrever e testar seu código, mas para usar TPUs, você precisará executá-lo em um ambiente que as suporte, como o Google Colab.

MARKDOWNS

o que é markdown no python? pra que serve?
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Markdown é uma linguagem de marcação leve que é usada para formatar texto de uma maneira fácil de ler e escrever. Ele permite que você adicione formatação básica, como cabeçalhos, listas, negrito, itálico, links e imagens, usando uma sintaxe simples e intuitiva.

No contexto do Python, Markdown é frequentemente usado em ambientes de desenvolvimento, como Jupyter Notebooks, README.md em repositórios do GitHub e em várias outras situações em que a documentação precisa ser escrita de forma clara e legível.

Aqui está um exemplo de Markdown:

![](data:image/png;base64,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)

FUNÇÃO SOFTMAX

### Como Funciona Softmax?

A função softmax é usada na camada de saída de um modelo de rede neural para tarefas de classificação multiclasse. Ela converte um vetor de valores numéricos em um vetor de probabilidades, onde a soma de todas as probabilidades é 1.

#### Fórmula do Softmax

Para uma entrada 𝑧*z* (que é um vetor de valores reais), a saída 𝜎(𝑧)𝑖*σ*(*z*)*i*​ para a 𝑖*i*-ésima classe é calculada como:

𝜎(𝑧)𝑖=𝑒𝑧𝑖∑𝑗=1𝐾𝑒𝑧𝑗*σ*(*z*)*i*​=∑*j*=1*K*​*ezj*​*ezi*​​

onde:

* 𝐾*K* é o número de classes (neste caso, 10).
* 𝑧𝑖*zi*​ é o valor do logit para a 𝑖*i*-ésima classe.

#### Etapas do Cálculo

1. **Exponentiação**: Cada valor 𝑧𝑖*zi*​ no vetor é transformado usando a função exponencial 𝑒𝑧𝑖*ezi*​.
2. **Normalização**: O valor transformado de cada neurônio é dividido pela soma de todos os valores exponenciados ∑𝑗=1𝐾𝑒𝑧𝑗∑*j*=1*K*​*ezj*​.

Essa transformação faz com que a soma de todas as saídas seja igual a 1, permitindo que as saídas sejam interpretadas como probabilidades.

### Exemplo Prático

Vamos considerar um exemplo prático para entender melhor. Suponha que a saída da camada anterior (antes da aplicação da função softmax) é:

𝑧=[2.0,1.0,0.1]*z*=[2.0,1.0,0.1]

Para calcular a softmax:

1. **Exponentiação**:

𝑒𝑧=[𝑒2.0,𝑒1.0,𝑒0.1]=[7.389,2.718,1.105]*ez*=[*e*2.0,*e*1.0,*e*0.1]=[7.389,2.718,1.105]

1. **Soma das Exponenciações**:

soma=7.389+2.718+1.105=11.212soma=7.389+2.718+1.105=11.212

1. **Normalização**:

𝜎(𝑧)𝑖=𝑒𝑧𝑖∑𝑗=1𝐾𝑒𝑧𝑗*σ*(*z*)*i*​=∑*j*=1*K*​*ezj*​*ezi*​​

𝜎(𝑧)=[7.38911.212,2.71811.212,1.10511.212]=[0.659,0.242,0.099]*σ*(*z*)=[11.2127.389​,11.2122.718​,11.2121.105​]=[0.659,0.242,0.099]

Portanto, a saída do softmax é:

𝜎(𝑧)=[0.659,0.242,0.099]*σ*(*z*)=[0.659,0.242,0.099]

Isso significa que a rede neural atribui aproximadamente uma probabilidade de 65.9% à primeira classe, 24.2% à segunda classe e 9.9% à terceira classe.

### Resumo

* **layers.Dense(10, activation='softmax')** cria uma camada densa com 10 neurônios e usa a função de ativação softmax.
* **Softmax** transforma os logits (saídas lineares dos neurônios) em probabilidades que somam 1, permitindo que sejam interpretadas como probabilidades para cada classe em problemas de classificação multiclass

EXEMPLO DE RPOGRAMA RODANDO BASE NMIST DE DIGITOS ( 60.000) em TPU

import tensorflow as tf

from tensorflow.keras import layers, models

# Verificar a disponibilidade de TPUs e inicializar a estratégia

try:

    tpu = tf.distribute.cluster\_resolver.TPUClusterResolver()  # Detectar TPU

    tf.config.experimental\_connect\_to\_cluster(tpu)

    tf.tpu.experimental.initialize\_tpu\_system(tpu)

    strategy = tf.distribute.TPUStrategy(tpu)

    print("TPU initialized")

except ValueError as e:

    print(e)

    strategy = tf.distribute.get\_strategy()  # Uso de CPU ou GPU

    print("TPU not found, using CPU/GPU")

# Definir o modelo da rede neural dentro do contexto da estratégia

with strategy.scope():

    model = models.Sequential([

        layers.Flatten(input\_shape=(28, 28)),  # Camada de entrada (apenas para exemplo)

        layers.Dense(128, activation='relu'),  # Camada oculta com ativação ReLU

        layers.Dense(10, activation='softmax')  # Camada de saída com ativação Softmax

    ])

    # Compilar o modelo

    model.compile(optimizer='adam',

                  loss='sparse\_categorical\_crossentropy',

                  metrics=['accuracy'])

# Carregar dados de exemplo (por exemplo, dados do MNIST)

mnist = tf.keras.datasets.mnist

(x\_train, y\_train), (x\_test, y\_test) = mnist.load\_data()

# Pré-processar os dados (normalização, etc.)

x\_train, x\_test = x\_train / 255.0, x\_test / 255.0

# Treinar o modelo

model.fit(x\_train, y\_train, epochs=5)

# Avaliar o modelo

test\_loss, test\_acc = model.evaluate(x\_test, y\_test)

print('Acurácia do teste:', test\_acc)

RESULTADO

TPU initialized

Downloading data from <https://storage.googleapis.com/tensorflow/tf-keras-datasets/mnist.npz>

11490434/11490434 [==============================] - 0s 0us/step

Epoch 1/5

1875/1875 [==============================] - 14s 7ms/step - loss: 0.2579 - accuracy: 0.9269

Epoch 2/5

1875/1875 [==============================] - 12s 7ms/step - loss: 0.1132 - accuracy: 0.9666

Epoch 3/5

1875/1875 [==============================] - 13s 7ms/step - loss: 0.0776 - accuracy: 0.9767

Epoch 4/5

1875/1875 [==============================] - 13s 7ms/step - loss: 0.0584 - accuracy: 0.9819

Epoch 5/5

1875/1875 [==============================] - 13s 7ms/step - loss: 0.0447 - accuracy: 0.9864

313/313 [==============================] - 4s 9ms/step - loss: 0.0729 - accuracy: 0.9792

Acurácia do teste: 0.979200005531311

PROGRAMA PARA VISUALIZAR MODELOS E IMAGENS DE ENTRADA