**Prompt Engineering: ChatGPT**

I tried to create a prompt structure for 2 scenarios: with and without an example illustration.

I made use of the conversational setting and provided the details to the model across multiple prompts.

* **Direct Grading**
  + **Initial :** <https://chat.openai.com/share/4d5a3b7f-3389-4d90-afed-5b2f506c077a>
  + **Optimised :** <https://chat.openai.com/share/69d2e767-e0fd-4d13-87b2-fc8886c6ccfa>
* **Grading with the help of Example Illustration**
  + **Initial :** <https://chat.openai.com/share/7aaa08df-3803-4f6d-8a3d-8656fe7ea7cb>
  + **Optimised :** <https://chat.openai.com/share/3d512c0f-fa70-401a-b262-18fc9b0febff>

**CodeLlama - Instruct**

It is seen that the model is able to better follow the instructions in optimised prompt as compared to the initial prompt but still fails to strictly follow it. So more optimisations have to be made to the prompt so that even Code Llama - Instruct Model is able to follow it.