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摘 要

随着众核处理器的发展，功耗密度还在不断上升，并且使负载不均衡问题更加严重，形成了严重的芯片高温和局部高温点问题。高温热问题已经成为阻碍处理器发展的重要因素。为应对芯片热问题，本文做了深入研究。研究主要集中在动态温度管理方法。针对最近的动态温度管理方法做了详细研究分析。对动态温度管理常用的操作技术，动态电压频率调整（DVFS）技术和任务迁移技术，做了深入的分析。对动态温度管理操作需要的引导控制技术也进行了分析，尤其是模型预测控制方法（MPC）。 HotSpot热模型是一种简洁准确的热建模方法，本文方法中用其来对芯片做热模型，并结合 MPC 进行温度计算。引入 MPC 之后就可以将任务迁移策略的决定化作任务分配问题，用二部图匹配方法来解决该问题。

因为二部图匹配算法复杂度较高，随着核数的增长算法计算时间显著增加，所以在众核处理器高性能运行时进行热管理是一个巨大的难题。在这篇文章提出一个分层的动态温度管理的解决方法来克服这个问题。新的动态温度管理方法依然采用传统的动态电压频率调整（DVFS）技术和任务迁移，采用模型预测控制方法（MPC）做理论依据来实现平滑的任务控制，减少牺牲计算性能。为了扩展到众核系统，分层控制方法设计为两层。在低层，核在空间上被分割成块，块内用现有的功耗分布和用模型预测控制方法优化得到的功耗分布进行匹配。在高层，对低层没有匹配上的功耗进行全局任务迁移。如果高层的功耗数量很大，我们采用改进的迭代最小割算法来辅助实现任务迁移的策略。最后动态电压频率调整技术用来调节最终都没有匹配上的功耗。最后仿真实现该算法，并将其与其他算法进行比较，着重比较算法运行时间，处理器性能和芯片热平衡性。结果显示，新的方法比现有的其他方法有很大优势，而且在众核处理器中只有很少的性能损耗。

**关键词：**众核，动态热管理，模型预测控制，任务迁移，动态电压频率调整

**ABSTRACT**

With the development of many-core processors, power density is still rising, and the load imbalance problem is more serious plus, become a serious chip high-temperature and local hot spots issues. High-temperature heat has become an important factors that hinder the development of the processor. In response to chip thermal problem, we made deep research. Research focuses on the dynamic thermal management(DTM). For recent DTM, there is a detailed analysis. Dynamic thermal management commonly used echnique are dynamic voltage frequency scaling (DVFS) technique and task migration echnique, there is a thorough analysis in those technique. Guidance control technology eeded by dynamic thermal management is also analyzed, especially the model predictive control (MPC). HotSpot is a compact and accurate thermal modeling methods, the roposed method with which to make a thermal model of the chip, combined with MPC o do temperature calculation. After the introduction of MPC, policy decision for task migration is turned into task allocation issue, the bipartite graph matching methods can be used to resolve the problem.

Because of high complexity of bipartite graph matching algorithm, with the num-

ber of cores increase, the computation time become large, so runtime DTM is a huge problem in high-performance many-core processor. In this paper , a hierarchical DTM is proposed to overcome this problem. The new DTM use traditional DVFS technique and task migration, combine with MPC to do a theoretical basis achieving a smooth control and reducing the cost of computing performance. To extend to many-core systems, hierarchical control method designed to two level. In the low-level cores spatially divided into blocks, there is a match between the existing power distribution within the block and optimized power distribution form MPC. It the top-level, unmatch powers in low-level are collected to do task migration globally. If the number of high-level powers is large, we use improved minimal cut iterative algorithm to assist migration strategy. Finally, DVFS is used to adjust the final unmatch power. The new method is implemented, and compared with other methods. The results show that the new method with little performance loss has a great advantage over other existing methods.

**Keywords:** many-core, DTM, MPC, task migration, DVFS
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第一章 绪 论

**1.1** 研究工作的背景与意义

根据摩尔定律芯片上的晶体管数量每18个月翻一番。随着这些数量空前庞大的晶体管集成在一个芯片上，当前的多核技术很快就会发展成上百核上千核的时代[1]。已经有几十核的芯片投入生产，包括Tilera的64核处理器和intel的至强融核处理器。2012年Intel就发布了名为 Knights Corner 的至强融核协处理器，中国天河二号超级计算机就装了48000个Knights Corner芯片。 Knights Corner芯片上最多可容 61个内核。 intel下一代众核处理器 Knights Landing 可容下更多的核心。

多核和众核技术带来了极大的性能提升，但是我们不得不面对随之而来的功耗和热问题。 CMOS 技术的不断发展，功耗密度不断增长，就出现了高温热问题。不仅高的操作温度对微处理器的可靠性有负面影响，还有新的问题。历史上，芯片和封装设计或者热建模，热工程师只需要使用芯片的总功耗，和一个温度值就能构建这个芯片的模型。虽然这种方法在低功耗集成电路中仍然使用，但是对于高性能或者电源受限的设计中这是完全不适用的。芯片上不断增长的非均匀功耗导致硅芯片上出现局部热点和高的温度梯度。比如，在英特尔 90 nm 安腾处理器上，即使经过严格的热管理，局部温度仍然可以高达 80︒C ，同时芯片是其他部分温度相对较低（61︒C）[2]。在高性能多核和众核微处理器中，这种情况更加严重。过高的高温点必然可靠性问题，性能下降。局部高温点问题是技术发展带来的一个副作用，这给热工程师，电路设计工程师，计算机设计师带来新的挑战。本来高功耗密度的冷却成本就已经很高，考虑到处理局部高温点，散热成本会更加的高，传统的散热方式比如风扇散热冷却方法已经无法满足需求。所以找到经济和有效地方法去解决热问题同时提高多核和众核芯片的性能和可靠性仍然是一个挑战 [3]。

解决热问题可以从多方面来考虑，比如改进散热系统，改进芯片功能单元布局规划或者采用动态温度管理（DTM）技术。传统空气散热方法因为其简单和低成本仍然被广泛应用。热问题更加严重，研究者也开始寻找更有效的冷却方法，已经有研究者开始研究液体冷却技术，因为水的比热较大。

针对处理器芯片热问题尤其是高性能芯片，在微体系结构级进行动态温度管理还是有巨大优势。本文也主要针对动态温度管理进行讨论。动态温度管理可以调整任务的执行进而改变功耗特性，以使低开销的冷却方法也能保证芯片在安全温度以内，有效提升系统的可靠性。

**1.2** 动态热管理技术的发展

动态温度管理方法是一个提升芯片热相关性能的有效技术 [4]，是随微处理器的发展而产生的技术。管理问题的目的是寻找最优的资源管理策略，来有效控制芯片峰值温度，高温点数量和芯片热梯度。现有的热管理研究可以主要分成两类：

离线方法 ： 离线技术通常针对具有可预测负载的特定嵌入式系统，在设计阶段和编译阶段就解决温度感知的资源管理问题。

在线方法 ：在线技术针对设计阶段负载信息未知的更通用的平台，依靠有效

的学习与控制技术，自适应管理硬件和软件来控制温度。

很多不同的动态热管理操作也都进行了大量的研究。这些操作包括时钟门控，动态电压频率调整，计算迁移。或者是混合方法，就是上面两种或两种以上技术的结合。虽然不同的技术使用不同的机制，并且是用在不同的计算环境中的。但是他们有一个相同的关键思想，就是修改计算系统功耗特性，使热产生量更少和温度分布更平滑。

两种最常用的动态温度管理操作就是任务迁移和动态电压频率调整。任务迁移 ： 任务迁移方法通过交换多核或者众核处理器上任务来降低芯片的最高温度 [5–10] ，而且也可以降低多核系统的能量损耗 [11]。所有核都在最大速度运行，所以任务迁移方法能使处理器得到更高的性能。但是如果没有其他动态温度管理方法的话，这个可能还是会有局部温度太高的问题。动态电压频率调整（DVFS） ： 动态电压频率调整（DVFS）[12–14] 控制电压和操作频率来调整芯片的温度。最近，DVFS 也应用于暗硅领域 [15, 16]，它随温度限制改变电压和频率水平。 DVFS 可以保证芯片的温度安全，但是因为频率的降低，芯片的计算性能就要下降。

为了使DVFS和任务迁移更有效，控制方案通常采用基于经验的动态温度管理方法。用控制器分析热模型，热传感信息等等，然后为动态温度管理操作做引导行为。例如，DVFS应该被调整到多少频率，任务迁移到哪一个核。最近的研究中提出了有很多混合方法。许多动态温度管理方法是基于传统控制方法的 [17]，但是这些方法并不太适合多核和众核热系统，因为系统的复杂性 [18]。 [19]中提出了一种基于经验的结合 DVFS 任务迁移的方法，但是并没有包含支持集成方法的理论。 [20，21] 中提出的方法是都是温度预测结合任务迁移，通过温度预测模型，进行任务迁移策略。当预测出一个核上的任务将要超出温度阈值的时候，就将该任务移出该核，移到预测温度最低的核。这种方法中虽然温度预测比较准确，能够降低芯片的平均温度，减少局部高温点，但是这种方法还是不能保证芯片温度在安全温度以下，而且对于高性能众核处理器来说效果将会变差。研究方向也多样，有针对性能的优化的混合方法 [22]，有针对能耗的优化的混合方法 [23，24]。

最近，模型预测方法（MPC）被引入动态温度管理 [18，25，26]。MPC利用芯片的热模型输出功率上的管理建议。因为这个方法在热行为上进行预测来得到更加有效的控制，所以 MPC 可以提供更有效和更精确的管理建议。对比于传统的方法，应用 MPC 有明显的性能提高 [18]。很多研究方法结合 MPC 和 DVFS[18，25，26]，只用 DVFS 不能将处理器性能发挥到最大。

DVFS和任务迁移结合MPC或许可以得到这三种方法的优点。MPC有高质量的预测控制，任务迁移提升更高的性能，DVFS保证温度的安全。然而， MPC 结合任务迁移要比 MPC 结合 DVFS 更难。最近有研究混合了这三种方法 [27]，但是这个方法只能应用于多核微处理器，因为在众核处理器中集成 MPC 和任务迁移将引入很大的开销。 [22] 提出了一种类似于 MPC 的优化性能的混合方法，但是这种方法为了近似解决非线性优化问题，将核与核之间的热导忽略。

**1.3**本论文的主要工作

在这篇文章中，针对高性能众核微处理器提出了一个新的分层动态温度管理方法。新的方法用模型预测控制来引导包含任务迁移和 DVFS 的管理过程。为了解决众核系统的执行集成 MPC 和任务迁移的可扩展性问题，新的方法将任务迁移分成两层，在第一层，相邻的核被分成一块，核功率的二部图匹配在块内执行来进行块内任务迁移。没有匹配的核收集起来做第二层的任务迁移计算。在第二层的迁移结果计算中引入改进的迭代最小割算法来提速升计算速度。新的分层方法对众核处理器来说，只需要很少的开销，而且高度可扩展既能保证高的处理器性能，又能保证温度不超过限制。

**1.4** 本论文的结构安排

本论文的章节结构安排如下：

第一章绪论，首先介绍当前众核处理器发展，接着说明众核处理器面临的热问题。然后展示了动态温度管理技术的发展和研究现状，最后说明本文主要工作，本论文的主要贡献与创新。

第二章对动态温度管理相关工作进行分析，首先分析对处理器芯片温度不受管理的负面影响。其次，详细介绍动态温度管理操作技术：动态电压频率调整技术和任务迁移技术。最后，介绍对动态温度管理操作进行引导的预测控制方法，包括本文中用到的模型预测控制（MPC）方法。

第三章介绍芯片热建模方法，先说明热传导理论，再主要介绍本文用到的HotSpot 简洁热建模方法。

第四章说明基于动态温度管理的模型预测控制，对微处理器热模型进行说明，用模型预测控制方法计算期望功耗。最后说明基于期望功耗怎样进行任务迁移。

第五章详细介绍本文方法中动态温度管理方法的分层部分。

第六章介绍本论文方法的实现，与结果比较。主要在瞬态温度，算法执行时间，和性能方面与其他方法进行比较，说明本方法在众核芯片动态热管理中的优势。

第七章总结，对本文涉及到的内容和研究的方法进行总结。

第二章 动态温度管理相关工作分析

在这一章我们将介绍动态热管理相关的知识。首先 2.1 节将介绍芯片温度不受管理，处于高温状态或有高温点存在时，对芯片的可靠性，性能，功耗和散热成本不利影响。 2.2 节将介绍具体的动态温度管理技术，包括动态电压频率调整、任务迁移等，详细分析其调整机制，和降低平衡芯片温度的原理。 2.3 节介绍预测控制方法，仅仅有动态温度管理技术是不够的，这些技术需要有完整的引导控制才能发挥最大的作用，不进行合理的引导，不仅损害处理器性能，而且可能使处理器温度处于更加危险的地步。

**2.1**温度不受管理的影响

因为我们持续减小芯片大小和要求高功耗下的性能，增长的芯片复杂性和功耗密度提高了芯片的峰值温度，也使温度梯度更加不均衡。上升的峰值温度缩短芯片寿命，降低芯片性能，影响可靠性也增加散热成本 [28]。上升的温度和静态功耗之间有正反馈的关系，有可能造成热失控。在多核或者众核系统中，不同的应用负载或许引起核之间功耗和温度的不平衡。温度在时间和空间上的变化产生的芯片局部温度最大值叫做高温点 [4]。过多的空间上的温度差也就是热梯度增加时钟抖动降低性能和可靠性。上升的温度需要更多的散热能力去冷却处理器，一个典型的散热风扇会消耗高达服务器 51% 的功耗 [29, 30]。

**2.1.1**  温度对系统可靠性的影响

高功耗的一个最明显的结果就是上升的芯片温度，高温对芯片最严重的的后果就是损害芯片的可靠性。在高温状态下，载流子迁移率降低，会导致当代CMOS 技术下的器件变慢。而且还可能导致器件失效，下面是温度相关的半导体器件失效机理 [31]：

**电迁移(𝐹𝑁)**：由于传导电子和扩散金属原子之间的动量交换，金属线中离子

会逐步移动，这样会导致金属线形变。它甚至会引起金属线断开导致器件失

效。

**应力迁移（𝑇𝑁）**：金属原子在机械应力梯度下会发生移动导致金属线变形。

不同材料的热膨胀率不同会产生应力。这个也会引起金属线断开导致器件失

效。

**介质击穿（𝐸𝐶)：**当介质中形成一个导电通路，电路的阴阳极短路时，介质

失效。

这些机理引起的失效时间（*TF*）可以被表示为下式：
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其中是一个常数，活化能量（eV）， 是玻尔兹曼常数（8.62×10 −5 eV/K）。这些都是正常数， 是器件的操作温度（K）。所以， 是温度的递减函数。当温度上升时， 会指数下降。这就意味着器件将极快速失效。

互连电阻率也随温度升高而升高，会引起更长的互连 RC 延迟，导致性能损失和时序噪声分析复杂化。高温环境还严重缩短互连和器件的寿命。

温度高不是系统可靠性问题的唯一原因。另外还有两个热现象即热循环和热梯度也会严重影响器件的可靠性。热循环是操作温度的暂时波动，可能是由器件的正常功率上升或者下降引起。另外也可能因为任务负载的变化或者设备的功耗管理策略，比如设备的部件在几种功耗模式下很频繁的切换。热循环可以会削弱材料，引起介质裂开或者焊料疲劳等的不同失效。热循环的失效率可以表示为：

其中 是热循环的幅度， 是热循环的频率。温度波动越大或者越频繁，器件失效率就越大。

热梯度是整个芯片温度在空间上的不平衡，热梯度和局部高温点严重影响封装可靠性。因为现在片上系统（SoC）和多核众核芯片上负载不均衡，这样温度就会不平衡，引起大的温度梯度。大的温度梯度最重要的影响是互连电阻不均衡，这会导致时钟偏差。这个是同步数字电路中很不希望发生的，会引起时序冲突。

**2.1.2**  温度对静态功耗的影响

温度不仅是功耗的结果，在某种程度上功耗和温度互为因果。这是因为，静态功耗很大程度上取决于操作温度。当前静态功耗已经是系统总功耗的很明显的一部分，而且会随技术继续增长。温度和静态功耗之间的关系已经被广泛的研究过 [32]，漏电流可以表示为：

其中，对于指定的技术， 𝐴 、𝐵 、𝛼 、𝛽 是温度无关的正常数。 是供电电压， 是在指定温度和供电电压下的基准漏电流。我们可以看出温度对漏电流的影响是 。图2-1是漏电流对温度的曲线。

**2.1.3**  温度对静态功耗的影响

上升的温度另一个明显的坏处就是冷却成本变得更高。为了保证芯片正常运行，芯片不得不配备成本更高的封装来散热。对于常规散热风扇型的冷却方法，散热风扇不得不在一个更高的速度上运行来散去芯片产生的额外的热量。这是因为散热器的散热能力是由热阻 （h2a表示从散热器到外部环境）决定，热阻又是由散热风扇速度决定的，如下式：

在式(2-4)中， 、 、 、是芯片的特定物理系数， 是散热风扇速度。风扇功耗正比于风扇转速的立方，即。这意味着高的温度不仅是风扇功耗上升，同时也降低了风扇的使用寿命。

**2.2** 动态温度管理相关技术

前面已经说明，温度不受管理将会带来严重的可靠性，性能，功耗和成本的问题。为应对热问题，这方面的研究已经很多，静态热管理技术也很早被研究过。比如，热感知的版图布局规划。在设计阶段将芯片的最热的功能单元之间留出空间，以便该单元的热量能更多地散热到周围。更进一步的布局规划是通过独特的布局规划将这些功能单元分解成更小的组成部分。但是这种方法并不适用于现在更加广泛复杂的应用。动态温度管理（DTM）技术就是用来解决上述问题，来控制芯片温度和功耗。随着温度被调整，系统的可靠性就可以提升。适当的降低电子设备的温度10︒C ∼ 15︒C 可以使设备寿命延长两倍。对于金属结构，热循环幅度减少10︒C 可以使平均失效时间增长16倍。温度降低时静态功耗也会显著减少[34]。温度每降低9︒C ，静态功耗降低50% [35] 。这对于将来的片上系统设计非常重要。因为静态功耗估计将会超过总功耗的50% 。调控温度不仅能保证芯片可靠性和降低静态功耗，而且还能提升性能。在低温时，晶体管的开关速度更快[36] 。平衡的空间热梯度可以显著减轻时钟偏移问题。

动态温度管理需要能使芯片自主修改任务的执行和功耗特性的技术，以使低开销的冷却方法也能保证芯片在安全温度以内。动态温度管理控制器在系统运行时监控系统信息，并采取相应的热管理措施。以最小的性能损耗，尽可能地把系统温度保持在安全阈值以下，尽量平滑地修正热分布。

对一个计算系统执行动态热管理，需要的最重要的系统信息是芯片温度。这个信息可以从片上温度传感器的到，或者用热模型估计。一些最先进的动态温度管理技术还需要温度信息，应用程序特性，任务功耗等等。

**2.2.1** 动态温度管理和动态功耗管理的不同

尽管温度基本上是由功耗引起的，动态温度管理也需要修正功耗特性，甚至动态功耗管理和动态温度管理都用相同的措施想动态电压频率调整（DVFS）和任务迁移，但是在动态功耗管理和动态温度管理上有几个明显的不同点。首先，系统温度分布不仅仅只跟功耗分布相关。因为功耗可以瞬间改变，但是温度是功耗的的积累，在时间和空间上改变都很慢。打个比方，功耗就像 RC 电路中的电流源，温度就像各个节点的电压。所以温度的行为就像一个低通滤波器，滤掉了功耗变化中的高频部分。第二，温度正比于功耗密度， ，这里 是面积。所以即使不能降低功耗，我们可以分配功耗到更大的面积上，这样仍然可以降低温度。比如所有进程都合并在一个核上，芯片上这一小部分的负载很重，最好从散热的角度将他们分配到多个核上。第三，比起温度管理策略，功耗管理策略可能有冲突的目标，有产生不期望的温度分布的可能。比如，功耗管理策略可能为了节省功耗非常频繁的将器件切换到低功耗状态。 2.1.1节中提到过这个调整会产生大幅度和频繁的热循环，加速封装疲劳。为了实现低功耗，功耗管理策略可能关掉一些部件整合计算，这会产生局部高温点和大的温度梯度。

**2.2.2**动态电压频率调整技术

过去动态电压频率调整技术（DVFS）被广泛应用于功耗和能量优化中，随着芯片热问题的凸显，DVFS 也被广泛应用在处理器热管理中。 DVFS 成为一种被广泛应用的动态温度管理技术。DVFS 技术是调整处理器的时钟频率和电源电压，当处理器时钟频率降低时，电源电压也可以相应地降低。这样可以降低功耗，甚至于节省能量 [37]。 DVFS 技术在计算系统中应用广泛，从嵌入式，到平板，桌面系统，以至于到高性能服务器系统。

现在大多数数字电路都是 CMOS 电路，尤其是在处理器方面。所以我们简要分析一下 CMOS 电路的功耗，找出功率，电压，频率之间的关系。CMOS 电路的功耗是动态功耗，静态功耗和电路短路功耗的综合，这些功耗如图 2-2所示：

表示动态功耗，源于电容的充电和放电（1）。

表示静态功耗，源于晶体管反向偏置（2）。

表示电路短路电流，源于开关时 到 的直接通路（3）。

CMOS电路总功耗表示为：

动态功耗是 CMOS 电路功耗的很大一部分，2.1.2中已经提到近年来静态功耗也占据总功耗的很大一部分，其可以表示如下：

其中，是晶体管栅极电容（取决于它的特征尺寸）， 是操作频率， 是电源电压， 为漏电流。

动态电压频率调整技术降低电压可以有效地减少功耗。动态功耗可以显著减少，因为上面显示。静态功耗也可以减少。降低电源电压会限制操作频率 [38]，其关系可表示为：

其中 表示 CMOS 阈值电压。这也就是说，频率的降低可以伴随着电压也做降低调整。时钟频率 降低一半时，能降低处理器功耗，任务完成时间会延长，但是总的能量并没有少。程序运行时间增加会显著影响处理器性能，这也是 DVFS的缺点之一。当电源电压也降低一半时，功耗将会继续降低，但是任务完成时间并没有继续延长，这样能量也被减少了。如图 2-3所示。

为了在多频处理器上执行 DVFS 操作，操作系统需要先预测或者估计将来的

任务负载（比如通过 MPC 方法，后面会介绍），然后将其转换为频率值 。这个值被用于调整处理器的时钟频率和电源电压 。 [25] 中的方法就是用 MPC方法做预测，用 DVFS 做调整，保证芯片在安全温度以下。因为DVFS通过降低处理器的操作频率来降低功耗会增加程序运行时间，这会显著影响处理器性能。所以很多方法中 DVFS 并不是单独使用，往往结合任务迁移来降低对处理器性能的影响（下面将详细介绍任务迁移）。

**2.2.2**动态电压频率调整技术

对于多核或者众核处理器来说，每个核运行不同的任务，或者每个核上的任务数量不同。这样的话核与核之间的负载不同，各核的功耗不同，导致温度不平衡。其实即使负载功耗相同，各核的散热参数也不同，也会导致温度不平衡。这对多核处理器还不明显，因为核数少各核的散热参数基本相同，但是对于众核处理器这就是一个很明显的问题了。在 2.1 中已经说明温度梯度会严重影响芯片的可靠性，静态功耗等。所以解决温度不平衡非常关键，任务迁移是一个很好的解决方法。

任务迁移是任务管理的一种特殊形式，就是将任务从一个计算环境迁移到另一个计算环境中。这本来是一种用在分布式计算中的技术，但现在随着多核众核处理器的出现，其应用更加广泛了。在多核处理器中，任务迁移是任务调度的一个标准部分，它的过程很简单，就是将一个任务从一个核迁移到另个核上去运行。

下面介绍一个例子来说明任务迁移，如图 2-4 。双核处理器上运行着三个任务（A、B、C），每个核可以独立设置其时钟频率和电源电压来降低功耗，去满足当前负载的需求。任务负载由全速等效负载（FSE）表示，全速等效负载是一个任务在核上以最大频率运行时的负载。核 1 上运行任务 A 和 B ，分别有 50% 和40% 的等效 FSE ；核 2 上运行任务 C ，有 40% 的等效 FSE 。在这个例子中，核 1在理想状态下，可以将频率调整为最大频率的 90% ，核 2 可以将频率调整为最大频率的 40%。这样是最能减少功耗的。但是这样仅仅用 DVFS 方法并不能平衡芯片的温度。在这个例子中，因为负载不同，核 1 的温度将会高于核 2。因此，处于对温度平衡的考虑，可以将任务 B 在两个核上周期地迁移。这样两个核的负载就会平均（40%+50% = 65%）。这是一个双核简单任务迁移的例子。对于更多核的处理器，任务迁移策略不会这么简单，需要由理论上的算法去计算如何迁移。

2.3预测控制方法

上面介绍了动态温度管理技术，然而这些技术是实际的操作。如果只应用这些技术，依靠温度传感器的温度数据，是无法避免高温事件的。因为那只能在超过安全阈值之后才能采取操作，动态温度管理操作严重延时。这样不仅管理效果不好，而且还可能引起更大的问题，比如某核上任务负载较小温度较低，将要将其与高温核上任务交换。但是延时之后该任务负载加重，这样就会使高温核上出现更高的温度。针对这问题，对动态温度管理技术提供指导性调整意见就很重要了。这里我们介绍一些预测控制方法。

**2.3.1**芯片温度预测方法

对于预测控制，最简单的就是预测温度。温度预测技术是控制决策的基础，只要预测是准确的，提前才去适当的操作就可以避免高温事件。温度预测技术方面的研究已经很多，过去常用的温度预测控制方法是，直接对将来芯片的温度，和负载功耗进行预测。根据预测出的下一时刻的温度，反过来对现有的负载功耗进行调整。这里我们简要介绍两种温度预测方法，它们的主要区别是温度预测模型不同，基于递归最小二乘法（RLS）的温度预测 [20] 和基于自回归移动平均值(ARMA)的温度预测 [21] 。

在 [20]中，通过分析，影响芯片温度变化快慢有两个因素，一个是当前温度与稳态温度的差值，另一个是应用程序本身。第一个因素是长期的温度行为，第二个因素是短期的温度行为。基于这个分析，基于 RLS 的温度预测由两部分组成：基于应用程序的温度模型（ABTM）做短期温度预测，基于核的温度模型（CBTM）做长期温度预测。 ABTM 通过观察应用程序近期的温度行为，然后将这一信息纳入递归最小二乘回归模型来预测将来的温度，如式 (2-8) 所示。

其中， 是将要预测的温度， 是最近的个时刻的温度，是 RLS 模型将要估计的系数。 CBTM 模型考虑核的长期热行为。它忽略应用的短期功耗变化，假设应用在一个稳定的功耗运行。 CBTM 的温度变化公式如式 (2-9) 所示。

其中，是稳态温度， 是初始温度， 是温度常数。对每个应用是预先计算的， 是线下计算的，由芯片热特性觉定，所以对所有只需要计算一次。用式 (2-9) 就可以预测时间 之后的处理器温度。这样就得到了两个预测的温度，最终的温度预测是这两个温度的权重和，如式 (2-10)所示。

这样芯片将来的温度就可以预测，根据这个温度，来做动态温度管理操作，将芯片温度控制在安全温度以下。这就是 [20]的温度预测控制方法。

在 [21]中， ARMA 预测模型的原理是，当负载不变时，通过回归过去的测量，可以准确地估计温度。式 (2-11) 就是 ARMA 模型，这与RLS模型相似，因为他们都是基于线性回归的模型。

其中， 是时刻 的温度，叫做预测误差或者残留噪声。与 RLS 模型相似，系数和是 ARMA 模型通过计算确定的。该方法也是根据预测的温度来进行动态温度管理操作。

但是通过这两种温度预测控制方法，我们可以看出，即使温度的预测是准确，也并不能对动态温度管理操作提供指导性意见。比如我们要采用 DVFS 操作降低功耗来降低温度，但是我们并不知道将电压和频率降低到什么水平才合适。假如采用任务迁移方法，我们也并不知道具体多大功耗的任务适合迁移到最低温度的核上，因为高功耗任务迁移到低温核上可能引起更高的高温点。

**2.3.1**模型预测控制方法

最近，针对 2.3.1 节中的问题，即仅仅预测温度并不能很好的给动态温度管理操作提供很好的指导性意见，模型预测控制（MPC）方法 [40] 被引入到动态温度管理中 [25]，该方法可以给动态温度管理操作提供良好的指导性意见。下面我们介绍一下模型预测控制方法。

图 2-5是模型预测控制方法的概念结构。 MPC 用在动态温度管理中源于这样的想法，采用用于控制处理器的热模型做预测，预测给定期望温度下的所需的功耗。注意，该预测方法与 2.3.1 节中的温度预测方法不同， MPC 并不是预测温度，而是根据设定的温度和处理器的热模型来预测输入功耗为多大。这种预测能力允许在线解决优化控制问题，在未来的预测时间内，对应的优化输入和输出可以使跟踪误差最小化。跟踪误差就是期望的温度和预测的温度的差值。

优化的结果根据滚动优化策略来采用 [41]，如图 2-6所示。表示预测范围或者输出范围长度， 表示控制范围或者输入范围长度。在时刻 进行预测时，设定 长度范围的期望输出温度，即图中虚线所示。这样就可以预测出可以操纵的输入功耗和预测出的输出温度。在预测出的优化输入功耗序列（到）中，只应用第一个 。优化序列中的其余值被丢弃，在时刻 +1进行新一轮的预测。这就是滚动优化策略。

**2.4** 本章小结

本章首先分析了温度不受管理的情况下，会严重影响芯片可靠性，寿命和性能。高温对功耗也有互为因果的关系。对于常规散热片，散热成本也是急剧增加。然后，对动态温度管理相关技术进行介绍，详细分析动态电压频率调整技术通过调整电压频率对功耗的影响。对任务迁移技术也进行详细说明。动态热管理技术需要好的控制方法做引导，最后介绍温度预测方法和模型预测控制方法，完整的引导控制策略才能让动态热管理技术发挥最大作用。本论文的方法就是将模型预测控制方法与电压频率调整技术和任务迁移技术相结合。

第三章 芯片热建模方法

为了应对超大规模集成电路功耗和的增长，在设计阶段做热分析变得越来越重要，做热分析需要用到热模型。超大规模集成电路早期设计阶段，就是在还没有版图信息时就需要做热分析，现在体系结构层面的热管理技术也利用简洁热模型做温度预测。要做热建模的根本原因是，温度的波动不是简单正比于功耗，也不是功耗密度。在空间和时间上还有很多其他因素显著影响温度分布，都是要考虑进去的。这些因素包括热扩散和时空温度滤波效应。因此，为了执行精确的热分析，温度必须直接建模。

热量从一个小的界面传到大的界面是发生热扩散。在时域长热时间常数的硅片和封装中，温度过滤往往会滤掉功率和功率密度的快速变化（高频分量）。功率和功率密度在一个很小的尺寸上变化也会发生空间温度过滤（高空间频率）。

这一章主要介绍一下热模型基本知识尤其是热系统与电路系统的对偶关系，然后详细介绍 HotSpot 简洁的热建模方法。本论文中提出的分层动态温度管理方法实现就是采用的 HotSpot 热模型。

3.1 热传导理论

所有的集成电路产生的热必须被移除或传送到周围环境当中，不然的话，温度积累会越来越高。根据热力学第一定律，能量守恒定律，从热区域传出的热能和冷却液传入的热能是相等的。热力学第二定律是，热一定是由热的区域传到冷的区域。

热传导控制方程是傅里叶定律：

式 (3-1) 是傅里叶定律的一维形式。其中，是热通量（），即单位面积单位时间的热流。 是材料的热导率（）。式 (3-1) 表明在介质的一点上，热通量 是和这一点上的温度梯度成正比关系的。减号表示热流是向温度降低的方向。 参考图 3-1，这里 ，其中 是热传输率，就是单位时间上的热生成或者消散的热量，通常情况下等于功耗 ，也就是能量消耗率。 是热传导面积。式 (3-1) 就变成式 (3-2)。

如果定义热阻 ，温度下降至除以热传输率，我们可以得到

可以发现式 (3-1) 和大家熟知的电路理论中的欧姆定律相似：

因此电路和热系统有一个有趣的对偶 —— 热阻率（1/）和电阻率（）；温度差（）和电压差（）；热率（ 或者功耗 ）和电流（）；热阻（ ）和电阻（）。

热传导也是一个瞬态过程，更加通用的带时间的热扩散方程为：

其中，是材料的密度（ ），不是电阻率；是热源的体积功耗密度（ ）； 是比热（）。

对于稳态情况，就是式 (3-5) 中 项为 0。可以验证，稳态下热扩散方程的一维形式可以简化成式 (3-1) 的傅里叶定律。

假设 和 是常数，将式 (3-5)写成一维形式，两遍从 0 到 𝑀积分变量 ，即热通量，就得到了如下形式：

式 (3-6) 的右边第一项是通过热阻 的热量，与式 (3-3)相似。注意 。该式可以变换为

其中， 被定义为热容， 是材料的体积。

根据电路理论，，表示通过电容的电流量等于它的电容值与它两端电压差的一阶导的乘积。这正类似于式 (3-7) 中的第一项。这也正是定义为热容的原因。热容表示材料的热吸收能力，正如电容表示材料吸收积累电荷的能力。式 (3-7) 表示通过热容的热流（AC 部分）加上通过热阻的热流（DC 部分）等于通过该材料的总热流。

表 3-1 中总结了热系统和电系统的对偶现象，HotSpot简洁热建模方法构建热容热阻网络将会用到这个对偶关系。

**3.2** HotSpot热建模方法

HotSpot 热建模方法提供了一种精确有效构建简洁热 RC 网络方法，可以简化热扩散方程。

大多现在VLSI系统的封装有若干不同材料的叠层组成[42]，如图3-2。 HotSpot热模型就以此为例来说明。典型的层有：散热片，散热层，热界面材料（导热膏），硅衬底，互连层，C4 垫，陶瓷封装衬底，焊料球等。堆叠芯片封装（SCP）和3D IC设计也是堆叠分层结构，可以作为通用堆叠结构的扩展很容易建模，如图3-3。 硅器件层产生的热有两条主要传输路径如图 3-3，上面是主要热流路径，从硅片传到热界面材料，散热层，散热片，最后对流传到周围空气中；下面是次要热流路径，从硅片传到互连层，C4 垫，陶瓷封装衬底，焊料球，到印刷电路板。HotSpot 简洁热模型包含这两条热流路径的所有层，并特别强调主路经和片上互连层。这些部分的对详细温度分布是很重要的，准确的温度分布才是需要的。在模型中也考虑各层的横向热流来实现更准确的温度估计。

**3.2.1** 主要热流路径

首先介绍一下主热流路径模型。构建 HotSpot 热模型时，不同层的位置是首先要被确定的。然后每一层被划分为若干块。例如图 3-4 (c) 中，可以根据不同的设计需求，将硅衬底按照结构单元或者规则网格划分。为简单起见，图 3-4 (c) 只显示了三块。其他影响整个芯片温度分布的层可以做类似于硅衬底层的建模。

对于并不需要太详细温度信息的层，我们可以如图 3-4 (a) 所示简单划分该层。图 3-4 (a) 层中心遮挡部分是被另一个相邻曾覆盖，如3-4 (c) 所示的那样。中心部分可以类似相邻层有相同数量的节点，也可以把这些节点合并成更少数量的节点，这取决于计算精度和速度。图 3-4 (a) 中层周边部分，被分成了四个梯形块，每一块分配一个节点。

每一层每一块或者网格单元都有一个垂直热阻连接到下一层，和几个横向的热阻连接到同一层的相邻块或网格单元。图 3-4 (b) 就是一个层的侧视图，表示出了横向和垂直热阻。垂直热阻表示为 ，其中 是该层厚度， 是该层材料的热导率， 是这块横截面的面积。每一层不在划分成多个薄层，即这个方法不是完全 3D 的。这是早期设计阶段的一个合理近似，因为每一层相对较薄（1mm 或者更薄），垂直方向更进一步的分化会引入更多计算量但不会明显提高精度。

横向热阻的计算不像垂直热阻那样简单，因为横向热扩散必须考虑。块一侧的横向热阻可以被看做层内相邻部分到这个特定块的热阻。横向热阻通常比垂直热阻大得多，因为横向传热界面通常比垂直界面小得多。为了阐明扩散热阻如何计算，考虑图 3-5中的相邻两块，块 1 和块 2。长度分别为 和 ，芯片厚度为 。现在我们计算横向热阻 ，就是从块 2 中心到块 1 块 2交界边的热阻。考虑热量通过 和 定义的表面区域从块1传到块2。接收热量的硅本体区域是，本体厚度是 。有这些量之后，就可以通过 [43] 中的公式来计算扩散热阻。

每个节点也都有一个连接到地的热容 ，其中 和 分别是材料的比热和密度。因子 ≈ 0.5 是集中分布占热 RC 时间常数的比例因子。

最后，扩散到空气的对流热阻建模为 ，其中 是对流表面积， 是热传输系数，这是边界条件依赖的。对于不同对流条件下典型散热片的典型 值可以在散热参数表中找到。

这样主热流路径的建模就完成了，图 3-2 中封装的从硅片到散热片到周围空气的主热流路径模型如图 3-6 。图 3-6 的例子中，硅芯片被划分为 3×3 网格单元。为了提升精度，热界面材料层划分与硅芯片相同。散热层中热界面材料层正下方的部分的划分与热界面材料层相同，周围部分被划分为四个梯形。散热片层分成五块：一块是散热层正下方对应部分，其余四块为周边梯形。每一个网格单元映射热电路中的一个节点，由横向和垂直热阻连接它们。每一个节点都有一个连接周围环境的热容。每一个硅片网格单元消耗的功耗被建模成“电流源”，连接到相应的节点。

3.2.2 次要热流路径

上一节解释了 HotSpot 主要热流路径的建模。次要传热路径，即硅衬底，芯

片互连层，C4 垫，陶瓷封装衬底，焊料球，印制电路板。次要热流路径通常散去

不可忽略的热量（高达30%）。忽略次要热流路径会导致温度预测不准确。本节中次要热流路径模型分成两部分，一部分对应互连层，另一部分就是从C4 垫到印制电路板。

互连层热模型有两个方面，第一个是金属线的自热功率，，这里 是导线中的电路， = 是导线电阻， 是金属电导率（与温度相关）， 和 是金属线长度和截面积。这里通常是估计各金属层上导线的平均长度和平均电流。详细的方法见 [44]。第二就是每条金属线和它周围的层间介质的等效热阻，通孔在不同金属层之间的热传递也起到很重要的作用，也对其进行建模。

为构建模型，以图 3-7 中的两条相邻互连线（线1 和线2）为例。顶上是其相邻金属层的正交互连线。所有的先周围都是层间介质。互连线和周围层间介质的等效热阻等效热阻 是从线1 到其上方 的区域。其中 是两个金属层之间层间介质的厚度。 的另一半属于线1 上面的金属层，计算那层等效热阻的时候才会考虑。假设同一金属层中的所有信号线都是相同的，线1 和线2 是在同一时间消耗相同的功耗，具有相同的温度。图中外虚线区域为近似等温面，用于计算 ，它不与相邻层等温面重叠。热传导角度为 ，如图所示。每条互连线对应的等效热阻为

其中，, 是层间介质的热导率， 是互连线长度。

线 1 和线 2 之间也有横向热阻 ，但是因为线 1 和线 2 相同而且有相同的温度，这里没有热传输，所以 被去除。

层间热也通过通孔传导。用于信号互连的通孔数量的简单近似是假定每条互连线有两个通孔，一个连接到上层金属层，另一个连接到下层金属层。每个通孔的热阻近似计算为 ，这里 是通孔填充材料热导率， 和 是通孔厚度和截面积。

两金属层之间的所有互连线和通孔的热阻可以看成是并联。所以组合两金属层之间所有热阻就能得到两金属层间的总等效热阻。

对于每个金属层和层间介质的热容，可以根据其尺寸和材料特性用 3.2.1 节中的类似公式计算。

最后从 C4 垫到印制电路板的热模型也是一系列的热阻热容对，分别代表垫凸点/片下填充，陶瓷基板，球阵列和 PCB 对流。热容和热阻的计算用 3.2.1 节中主热流路径上各层的类似方法。垫凸点热阻一端连接到互连层模型，另一端连接到代表陶瓷衬底的热容热阻，等等。

**3.3** 热建模在动态温度管理中的应用

传统的动态温度管理是在芯片级进行的。芯片级动态温度管理通过功耗控制技术减少热产生密度，来达到控制温度的目的。芯片级动态温度管理技术显著降低散热成本，对典型应用可以允许最大性能，但是对于超出设计温度点的应用程序，性能会显著降低。另一方面微体系结构动态温度管理技术能提供更好的性能温度折中，因为具有调用芯片上不同单元的运行信息做处理的独特能力，从而实现对芯片热行为更精细的控制。 HotSpot 简洁热模型在微体系结构级上的应用是成功的。从 HotSpot 得到的各单元瞬态和静态温度估计可以被送到一个精确的处理器仿真器中，在那里动态温度管理技术被实现和模拟。反过来，精确的处理器仿真器提供微处理器的运行信息到体系结构级功耗模型，比如 wattch [45] 。功耗模型的输出功耗又作为 HotSpot 的输入做仿真，更新运行温度信息。这样形成一个可以使处理器进行温度感知操作的控制回路。该回路在图 3-8 表示出来。

很多研究显示采用体系结构级的动态温度管理技术要比芯片级技术有显著的性能提升。比如对大部分基准程序，微体系结构级动态温度管理技术至少能减少10% 的性能损失。 HotSpot简洁热模型在温度感知微体系结构设计中起关键作用，已经被广泛应用在计算机体系结构研究上。

**3.4** 本章小结

本章针对热建模方法进行了详细讨论分析。首先说明了热系统与电路系统的对偶性，可以用类似电路分析的方法表示热系统。对 HotSpot 简洁热建模方法进行了说明，对处理器的主要热流路径和次要热流路径都进行了建模分析。最后是介绍热模型在动态温度管理中的应用。热建模本来是在芯片设计阶段进行热分析的，但是很早就被引入动态温度管理方法中，只要已知处理器上的功耗分布就能够利用热模型准确计算芯片的温度分布。这对众核动态温度管理相当重要。本论文的方法就是用的 HotSpot 热模型做温度计算。 HotSpot 热模型在本文方法中的作用就是在 3.3 节所描述那样。

第四章 基于模型预测控制的动态温度管理

在前面的章节中，分别介绍了动态温度管理技术，模型预测控制方法，和HotSpot 热模型。本章开始介绍基于模型预测控制方法的动态温度管理方法。对于新的动态温度管理方法，首先是将处理器 HotSpot 热模型和模型预测控制（MPC）方法结合起来，最一般的用途就是进行温度计算。模型预测控制方法通过设定期望温度，来预测期望功耗，本章详细介绍其推导过程。然后就是知道期望功耗之后，有了引导就需要有效控制策略进行动态温度管理操作。 4.1 先介绍新的动态温度管理方法基本流程，说明新的方法需要哪些技术方法，要进行哪些计算，最终要得到的是什么样的结果。 4.2 节中介绍结合模型预测控制 MPC 的热模型，4.3 节介绍怎么用 MPC 计算期望的用于引导动态温度管理方法功耗，最后 4.4节说明怎么样用 MPC 计算得到的功耗来引导任务迁移和 DVFS。

4.1 新的动态温度管理方法基本流程

现在开始介绍新的动态温度管理方法，首先我们先说明一下新方法的简要流程，如图 4-1 所示。首先是要建立微处理器的热模型，一方面微处理器的热模型用于温度计算，即利用已知功耗分布轨迹就可以计算出温度分布轨迹。另一方面用于给模型预测控制方法进行期望功耗分布的计算。然后当前功耗分布就要根据期望的功耗分布进行重新规划分布和调整。这也就是要进行任务迁移和 DVFS 操作。但是操作如何进行就需要在新的动态温度管理方法中给出。期望的功耗分布已经给出了一个很好的引导。首先如果直接进行 DVFS 操作，就是当前任务所在核通过调整电压和频率将功耗调整到对应的期望功耗上。 但是问题是，一般处理器都是在最大电压和频率上运行的，将可以将功耗往更小的功耗调整，不能功耗调整到更高的水平。这样虽然能保证芯片温度不超过安全温度，但是会极大影响处理器性能。但是如果一个核上的期望功耗与该核上的当前功耗差别太大，而与另外一个核上的当前功耗近似相等，这样就可以考虑进行任务迁移。将这个问题优化为一个任务迁移问题就可以通过二部图匹配来解决该问题。但是匹配算法在处理器核数较多时遇到扩展性问题，在后面的章节中将介绍如何解决该问题。能够匹配的任务尽量全部匹配，剩下少量不能匹配的任务，只能调用 DVFS 来处理，如果对应期望功耗更小就只能对该核降频降压使其满足功耗需求，如果对应期望功耗更大，现在也不能做任何操作，只能全频全压运行。最终的结果，新的温度管理方法的最终输出是一个优化的功耗分布，也就是确定任务如何迁移（要迁移到哪个核上）， DVFS 对需要调整的核改调整到什么水平。下面分别介绍新的动态温度管理方法的各个部分。

**4.2** 微处理器热模型

在第三章中已经介绍过，热系统和电路系统是相似的，我们可以用热阻，热容，和等效的热电流电压源来建立微处理器的热模型。在硅片层，这里假设核按规则网格排列，类似于图 4-2所示 9核处理器核分布。这样对硅片层的划分就可以按照核划分为规则的网格单元。 类似于电路系统，𝑚 核的微处理器热模型可以被表达为常微分方程 [46]，即式 (4-1)。

其中， 是表示处理器被划分成的 𝑜 块的温度的向量，包括 𝑚个核(𝑚 < 𝑜)，封装部分的节点等； 𝐻 ∈ R 𝑜×𝑜 包含热阻信息； 𝐷 ∈ R 𝑜×𝑜 包含热容信息； 𝐶 𝑑 ∈R 𝑜×𝑚 包括功率输入的拓扑信息； 𝑄(𝑢) ∈ R 𝑚 是 𝑚 个核在时刻 𝑢 的功耗向量，这就是模型的输入； 𝑍 (𝑢) 是 𝑚 个核的温度信息向量，这就是模型的输出； 𝑀 ∈ R 𝑚×𝑜 是输出选择矩阵，从 𝑈(𝑢) 中选择 𝑚 个核的温度。

为了分析热系统，用欧拉方法或者其他数值积分方法将连续常微分方程 (4-1)离散化为式 (4-2) 的差分方程。

其中，变量 𝑈(𝑙) 、 𝑄(𝑙) 和 𝑍 (𝑙) 是公式 (4-1)中 𝑈(𝑢) 、 𝑄(𝑢) 和 𝑍 (𝑢) 的离散形式，𝐵 和 𝐶 𝑒 是由 𝐻、 𝐷、和 𝐶 𝑑 根据离散(4-1)的特定的数值积分方法得到的。

对于一般用途，(4-2)中的热模型是用于用芯片上的各单元功耗（即输入𝑄(𝑙)）来计算芯片上核的温度（即输出的 𝑍 (𝑙)）。

**4.3** 用模型预测控制方法计算期望的功耗

4.2 节中已经说明，用热模型 (4-2)，可以由给定的功耗输入 𝑄(𝑙) 来计算芯片上的核的温度 𝑍 (𝑙)，这足以进行热估计和仿真。对于动态温度管理问题，由给定的功耗来计算期望的功耗也是很重要的，因为动态温度管理方法需要操作功耗方面来管理温度。有的时候为了简化，可以利用静态热模型由给定的温度信息来计算功耗，静态热模型可以由模型 (4-1) 去掉热容项来得到。然而，基于静态热模型的动态温度管理方法会忽略掉当前热状态，但是当前的热状态在做管理决策的时候非常重要。这个方法也假设温度和功耗大致温度，这样会影响动态温度管理效用。为了减轻这个问题，一些反馈控制方案或者优化设计用(4-1)中的瞬态热模型（或者(4-2)中的离散形式）在动态温度管理决策时进行更好的功耗计算。尽管这个方法考虑了当前温度状态而且处理了热与功率的影响，但是这种方法不能得到一个平滑的温度控制。主要是因为这种方法缺乏未来预测能力，而且只能为温度控制获得当前步的优化功耗。在这篇文章中，我们用了基于模型预测控制功率计算方法，这个方法将(4-2) 中的瞬态热模型扩展成预测形式，它具备为平滑精确热管理计算未来期望功耗的能力。模型预测控制方法利用(4-2) 中的系统模型可以计算得到输入的调整需求，这样就能满足设计者定义的输出。为了最大化处理器性能，处理器每个核允许的最高温度称作顶温度 𝑍 𝑛𝑏𝑦 ， 𝑍 𝑛𝑏𝑦 通常当做设计者定义的输出来被趋近。顶温度可以根据现实中的不同应用来被调整，它可以稍微低于处理器允许的最高温度以保证绝对的安全。

首先，我们定义状态和温度变量的差：

取(4-2) 的相邻两步的差，这里有

引入一个新的变量

将 (4-4) 重写成下面改进的模型

其中

0 𝑛 是一个合适维度的全零矩阵。

到这里我们已经从(4-5)中得到了输入功耗差和输出核的温度之间的关系。下面，需要确定输入功耗的差来满足核期望的顶温度。假设核未来几个时间步长的顶温度已经给出，写成下面向量的形式。

在这个向量中，𝑍 𝑛𝑏𝑦 ∈ R 𝑚×1 包含每一个核的顶温度。这里我们假设顶温度不变，这个也符合实际情况，并不是新方法的限制。 𝑂 𝑞 表示从当前到未来𝑂 𝑞 步的时间帧，称作预测域。为了使核的温度在时间域内趋近于顶温度，将来的控制轨迹（并不知道，需要计算）表示为（当前时刻为k）

其中，𝑂 𝑑 称作控制域。核的预测温度定义为

其中， 𝑍 (𝑙 +𝑘|𝑙) 利用当前时刻𝑙的信息预测出来的核在时刻 𝑙 +𝑘 的温度。如果Δ𝑄 𝑙 已知，𝑍 𝑙 就可以用下面的公式计算出来。

其中

接下来，我们想计算功耗，使利用这个功耗计算出的核的温度𝑍 𝑙 和设计者定义

的期望的顶温度𝑍 𝑑𝑓𝑗𝑚 之间的差最小。我们首先将这个差的测量值表示为(𝑍 𝑑𝑓𝑗𝑚 −𝑍 𝑙 ) 𝑈 (𝑍 𝑑𝑓𝑗𝑚 −𝑍 𝑙 ) ，最优的功耗分布是使𝑍 𝑙 = 𝑍 𝑑𝑓𝑗𝑚 的功耗。此外，对于实际的考虑，我们优先选择功耗分布不进行急剧变化。所以额外的调整项 Δ𝑄 𝑈也加到(𝑍 𝑑𝑓𝑗𝑚 −𝑍 𝑙 ) 𝑈 (𝑍 𝑑𝑓𝑗𝑚 −𝑍 𝑙 ) 上，这就形成

作为变量Δ𝑄 𝑙 的最终函数，我们的目标就是使这个函数最小化。 𝑆 = 𝑠𝐽 𝑂 𝑑 ×𝑂 𝑑 是一个调整矩阵，𝑠 是调整参数，这决定该函数两项之间的权重。对于不同的核数通过实验可以的到合适的值。这里要注意，𝑍 𝑙 也是未知变量Δ𝑄 𝑙 的函数。

下一步，对式(4-7)求一阶导数，使它等于零，就可以得到优化的最小值。Δ𝑄 𝑙 的解是

在每个模型预测控制MPC时刻 𝑙，我们只需要从(4-8)计算得到的控制信号Δ𝑄(𝑙)，然后更新功耗分布。

其中 ¯ 𝑄(𝑙) 是更新后的功耗分布。结果就是，更新后功耗输入使核的温度 𝑍 (𝑙) 趋近于期望顶温度。换句话说，更新后的功耗是在没有温度要求冲突下能达到的最高温度。

**4.4** 基于期望功耗的任务迁移和动态电压频率调整

式 (4-9) 中模型预测控制方法提供的期望的功耗分布可以用于执行动态热管理。动态电压频率调整（DVFS）可以很容易的和模型预测控制（MPC）结合，仅仅需要调整每一个核的电压和频率去匹配由 MPC 得到的期望功耗分布。然而，DVFS 可能导致处理器性能急剧下降。其根本原因是如果一个核已经在最高的频率和电压水平，那 DVFS 只能降地这个核的功耗，不能提升它的功耗。例如，如果一个负载正在核 𝑗 上运行，消耗功耗为 𝑞 𝑗 ，而且此时核 𝑗 已经是最高电压水平和最高频率，这个时候 MPC 建议核的功耗 ¯ 𝑞 𝑗 （¯ 𝑞 𝑗 > 𝑞 𝑗 ）。这种情况下，核 𝑗 不能做任何调整。但是此时可能存在一个核 𝑘 ，其功耗 𝑞 𝑘 ≈ ¯ 𝑞 𝑗 ，而且正好 DVFS 为满足热限制要调整该核到一个较低的功耗（比如，等于 𝑞 𝑗 ）。这样核 𝑘 性能会降低，导致较低的吞吐量。

实际上，显然在这个例子中如果我们交换核𝑘 和核𝑗的负载，就不需要DVFS来调整电压频率，处理器性能也不会受到损害。所以，可以先执行任务迁移，任务迁移就是将 𝑄 和¯𝑄 中的相近的元素匹配成对。根据匹配对，来进行任务迁移操作。这个匹配过程是一个任务分配问题，但是可以看出这个问题与传统的 𝑜 个人分配 𝑜 个任务不同。这个问题中如果 𝑞 𝑘 和 ¯ 𝑞 𝑗 相差太多是不能够匹配的。所以该问题修正为 𝑜 个核分配 𝑛 个任务，其中 𝑜 可能等于 𝑛，也可能不等于 𝑛，甚至 𝑜可以大于 𝑛，也可以小于 𝑛 。 |𝑞 𝑗 − ¯ 𝑞 𝑘 | 小于一定的阈值，也就是两个功率相差值在一定的阈值之下时，才可以做任务迁移。假如𝑜 > 𝑛，也就是说期望功耗值与现有功耗值近似的个数较少。我们也需要在这些功耗值中找出近似程度最好的匹配对，也就是以匹配对两功耗差值绝对值为权重，找出的 𝑛 个匹配对的权重和最小。这个问题仍然可以构建成一个带权重的二部图，当成一个二部图匹配问题来处理，需要找出的是最小权重匹配。

相应的二部图可以表示为 𝒣 = (𝑀,𝑆,𝐹)，这里 𝑀 和 𝑆 分别表示现有功耗和MPC 预测出来的期望功耗的集合。𝑀={𝑞 1 ,𝑞 2 ,··· ,𝑞 𝑚 }，𝑆={¯ 𝑞 1 ,¯ 𝑞 2 ,··· ,¯ 𝑞 𝑚 }，𝐹 包含𝑀和𝑆 之间的部分边：我们定义一个阈值𝑓 𝑢ℎ ，只有边(𝑞 𝑗 ,¯ 𝑞 𝑘 )满足|𝑞 𝑗 −¯ 𝑞 𝑘 |<𝑓 𝑢ℎ才将该边放到 𝐹 中，其权重为 𝑓 𝑗𝑘 = |𝑞 𝑗 − ¯ 𝑞 𝑘 |。

图 4-3 展示了一个二部图匹配的例子，这个例子中带权重的二部图阈值为𝑓 𝑢ℎ = 3。这里就成了一个 3 个核分配 4 个任务的问题，所以最终只能有 3 个匹配对。解决匹配问题最简单的方法就是设定一个权重矩阵 𝑋 如下。

其中，𝑋 中第一行代表 𝑄 1 分别于 ¯ 𝑞 1 ， ¯ 𝑞 2 ， ¯ 𝑞 3 之间差的绝对值。 𝐽𝑂𝐺 表示其差值超过阈值直接被设定为无限大，不能匹配。这个简单的例子我们可以直接从矩阵中看出匹配对 (𝑞 2 ,¯ 𝑞 1 )， (𝑞 3 ,¯ 𝑞 2 ) 和 (𝑞 4 ,¯ 𝑞 3 )，如图 4-3 (b)是表示出的。但是对于数量庞大的功耗上，和在算法的实现上还是需要复杂的过程。

最简单的方法就是生成矩阵 𝑋 上的所有匹配独立集合。计算每种分配独立集合的总权值，搜索找到最小的权值集合。这个方法的复杂性由矩阵𝑋 独立分配可能性的个数决定，第一个核（期望功耗）有 4 中选择，第二个就有 3 个选择，第三个就有 2 个选择。总共是 4×3×2 = 24 中分配可能。那么对于 𝑜×𝑛 矩阵（𝑜 > 𝑛），分配可能数为 𝑜!/(𝑜−𝑛)!。因此这种方法是一个至少指数运行时间的复杂度。

事实上存在更好的算法解决这个问题，1950年代詹姆士·芒克勒斯就将匹配问题简化成多项式复杂度的算法，叫做芒克勒斯算法或者有时成为匈牙利算法 [47]。这个二部图匹配问题可以用匈牙利算法解决，匈牙利算法的第一步就是将权重矩阵 𝑋 每一行中的最小值找出，每一行各元素都减去该行最小值，得到矩阵 𝑋 𝑠 。

矩阵中每一行至少有一个元素 0。如果对整个矩阵每一行并且每一列都最多只有一个 0 元素，那么这些 0 元素所在的位置就代表了匹配对。在这个例子中显然第三列就有两个 0 元素，并不符合。接下来可以对矩阵 𝑋 选取每列中的最小元素，每列都减去该列的最小元素得到矩阵 𝑋 𝑤

在矩阵 𝑋 𝑤 中，每一行每一列都最多只有一个 0 元素，这样就找出了匹配对，即(𝑞 2 ,¯ 𝑞 1 )， (𝑞 3 ,¯ 𝑞 2 ) 和 (𝑞 4 ,¯ 𝑞 3 )。这是一个简单的例子，利用匈牙利算法到这里就可以找出最佳匹配对。但是对于一般情况，到这一步每一行或者每一列可能都不止一个 0 元素（比如正好一行中有两个相等的最小值）。完整的匈牙利算法比较复杂，参见 [47] 中的描述。我们在这里不再详细描述。总之匈牙利算法的复杂度已经优化为多项式级别，已经极大改善了原始算法的执行时间复杂度。

二部图利用匈牙利算法发现匹配对，就意味着可以根据这些匹配对进行任务迁移，如果 (𝑞 𝑗 ,¯ 𝑞 𝑘 ) 是其中一个匹配对，那么核 𝑗上的负载就要被迁移到核𝑘上。进行匹配过后，可能留下没有匹配上的功耗元素如图 4-3 (b) 中的 𝑞 1 和

¯𝑄 4 ，这些将由DVFS进行处理，后面将会说明。

这里要说明一下，𝑓 𝑢ℎ 的值的大小决定二部图匹配后匹配不上的功耗元素的数量的多少，而且还控制着温度过高的风险。大的 𝑓 𝑢ℎ 值导致较少的匹配不上的功耗，更少的 DVFS 操作，温度过高的风险和程度会比较大。但是芯片性能较高。合适的 𝑓 𝑢ℎ 值应该被设定在可以接受的过热风险和程度上。对于具有不同数量处理器核的不同的处理器，𝑓 𝑢ℎ 的值是不一样的。对不同的负载，这个值并不需要实时改变。 𝑓 𝑢ℎ 还有另外一个重要的功能，就是当这里有太多低功耗任务的时候，可以消除不必要的任务负载。想象一下极端的情况，所有的任务都是低功耗任务，那样搜有的核温度都很低。在这种情况下，我们不需要执行任务迁移或者DVFS。如果我们设定了合适的 𝑓 𝑢ℎ ，那么二部图就根本不会有边，就不会执行任务迁移（这样是正确的）。因为𝑄中的元素全都是很小的值，而¯𝑄 中的值全都是很大的值（ MPC 为了趋近于顶温度计算出来的）， 𝑓 𝑢ℎ 在这里就可以阻止他们相互连接，这样就避免了不必要的任务迁移。

**4.5** 本章小结

本章开始构建本论文新的动态温度管理方法，首先介绍了新方法的基本流程，需要采用模型预测控制方法，任务迁移， DVFS 等，并说明了各部分的作用。并且介绍在方法中要进行的算法设计，最终要得出的是优化的功耗分布。然后介绍了结合模型预测控制的处理器热模型。前面的章节已经说明，动态温度管理操作需要引导控制策略。新方法是采用 MPC 进行预测控制，这里详细推导了处理器热模型进行温度计算和用模型预测控制方法进行期望功耗预测。这样由 MPC 预测的期望功耗和现有的功耗构成任务分配问题。本章 4.4 节对任务分配问题进行了详细分析，说明了问题构成和利用匈牙利算法解决该问题。解决了这个问题就解决了任务迁移的引导问题，该问题被看做是处理任务迁移决策。但是这里有个问题就是匈牙利算法复杂度较高，较少核数的多核系统依此来解决问题是没有问题的，并不会占用太多的时间。但是对于核数巨大的众核系统，该算法时间急剧增加，会超出可以承受范围，使该方法完全失效。后面我们将讨论如何解决这个扩展性问题。

第五章 分层的动态温度管理方法

在这一章，针对高性能众核微处理器，提出了新的分层动态温度管理方法。

新方法是基于模型预测控制而且采用了任务迁移和 DVFS。

众核处理器上执行结合任务迁移的 MPC 是一个挑战，因为但处理器处理器核数非常的大，用复杂度为𝑃(𝑜 3 )的匈牙利算法计算任务迁移的决策需要花费大量的时间，这个时间可以看成是二部图匹配的时间。为了扩展到具有大量处理器核的众核处理器，新的方法将处理器分成块，在两个层次上进行任务迁移决策：块内（低层）和块间（高层）。首先在低层，也就是块内执行当前功耗和期望功耗组成的二部图匹配。在低层内没有匹配上的功耗元素，收集起来形成高层，也就是块间。在高层，用改进的迭代最小割算法 [48] 将高层分成“优化”块，在每个“优化”块执行二部图匹配。高层最后没有匹配的功耗元素用 DVFS 来处理，以保证绝对的温度安全。分层算法通过减小二部图匹配规模来降低计算开销，而且匹配是并行执行的，大大减少了计算时间，所以该算法可以扩展到众核系统。

5.1 低层块内任务迁移

首先，我们将众核处理器分割成块。作为第一步，我们可以简单根据核的位置分割处理器。就是在空间上直接划分处理器成块。这一步分割不需要任何开销。我们通常将方形的块叫普通块，在边缘可能会出现矩形或者小的方形块，把这些称作边缘块。

块内匹配就是执行 4.4 节中说明了二部图匹配的过程，这个叫做低层匹配。对每一个块，指定一个块内的核执行匹配的计算。从整个芯片来看，低层匹配的计算是并行执行的。所以底层匹配引入的延迟时间只是一个普通块低层匹配的时间（注意，边缘块比常规快要小，也就是说它们的计算时间也并不计算在内）。

可以调整块内的核数以实现整个算法更小的延迟时间：如果核数很大，低层的功耗匹配将会占用更多的时间，但是可以发现更多的匹配对，将会剩余更少的未匹配功耗到高层，这样高层匹配处理时间就会减少。

图 5-1 (a)是一个简单的低层划分的例子。这是一个 100 核微处理器，被划分为四个 16 核普通块（标记为A、B、D、E），五个核数 4 到 8 核的边缘块（标记为C、F、G、H、I）。低层的功耗匹配将在每一个块内执行。图 4-3 展示的正是图5-1 (a)中块I内的二部图匹配。

显然，只执行低层的块内功耗匹配不足以找到所有的匹配对。例如，在图 5-1(a) 的块 I 中，图 4-3 (b) 已经表示出功耗 𝑞 1 和 ¯ 𝑞 4 不能匹配。对低层匹配阶段块内未匹配功耗直接执行 DVFS 并不是好办法，因为一个块内的未匹配功耗可能在其他块找到很好匹配的期望功耗。这样就可以避免太多不必要的 DVFS 行为，将性能损失最小化。所以，我们可以收集所有块内低层匹配时未匹配的功耗，形成高层。图 5-1 (b) 中表示出第一次底层匹配后未匹配的功耗。

**5.2** 高层块间任务迁移

在上一节中，我们已经将所有处理器核划分成块，完成了块内低层二部图匹配。将所有低层块中的未匹配上的功耗收集起来，为高层匹配做准备。

我们希望在高层匹配中找到所有的匹配功耗对，只在那些最后匹配不上的功耗上执行 DVFS。似乎我们可以像划分低层块一样，继续按照核的位置来将高层核划分成更大的块。然后我们在新的块内进行二部图匹配，用未匹配上的再形成更大的块。块的大小在迭代中变大，知道整个芯片最后变成一个块。然而，实验表明，在高层匹配中，只有很少比例（低于 25% ）的功耗可以被最终匹配上。相比之下，在底层功耗匹配中比例较大（高于 60% ）。这样小的比例将会使块大小在迭代中增长非常缓慢，甚至有可能块的大小永远不会增长到整个芯片那么大，因为有可能有太多功耗不能最终匹配。所以在块的大小增加到整个芯片那么大之前，块内收集的未匹配功耗就可能太多而不能处理，因为这需要巨大的计算开销。

为了使高层任务迁移决策更加有效率，我们用另外一种方法将高层功耗划分成块，即最小割算法。首先我们用高层功耗生成一个图（后面将会详细介绍）。然后，我们用最小割算法将图分成两组，每一组是一个新的块（高层的块中的核已经不像低层块一样空间上相邻了）。如果这个新块的大小太大（对二部图匹配算法而言），对这个块在进行一次最小割算法，将其大小减半。在最小割之后，每一个新块内执行二部图匹配。最小割的一个重要特性就是不同的新块之间的元素关系非常弱。新块内的元素关系非常强。这意味着每个新块内部匹配率最大。如果有功耗元素在新块内二部图匹配仍未匹配上，那它也很难与其他新块内的元素匹配上。所以，高层未匹配功耗再收集起来做更高层次的匹配是没有必要的了。

通常情况下，精确的最小割算法开销太大不能实时执行。幸运的是，我们这里并不需要最优的割，我们采用迭代近似算法改进形式，该算法曾被用在网络分割上 [48] 。首先我们用所有高层未匹配功耗建立一个新图 𝒣 𝑞 = (𝑊 𝑞 ,𝐹 𝑞 )，其中𝑊 𝑞 = {𝑞 1 ,¯ 𝑞 1 ,𝑞 2 ,¯ 𝑞 2 ,··· ,𝑞 𝑛 ,¯ 𝑞 𝑛 }， 𝐹 𝑞 包含 𝑊 𝑞 中所有元素的带权重的边。权重这样定义：对所有的 𝑗 和 𝑘 ， 𝑥(𝑞 𝑗 ,¯ 𝑞 𝑘 ) = 1/|𝑞 𝑗 − ¯ 𝑞 𝑘 |， 𝑥(𝑞 𝑗 ,𝑞 𝑘 ) = 0， 𝑥(¯ 𝑞 𝑗 ,¯ 𝑞 𝑘 ) = 0 。图5-2 (a) 展示了 𝒣 𝑞 的一个例子。我们这里需要解决的是图 𝒣 𝑞 上的最小割问题。

作为一个迭代算法，第一步是做一个初始割，将 𝑊 𝑞 分成两个子集 𝑊 𝑞1 和 𝑊 𝑞2 。

定义割的权值就是割集的权重的和。图 5-2 (b)给出了一个例子，其中初始割生成了两个子集 𝑊 𝑞1 = {𝑄 𝑏 ,𝑄 𝑐 ,𝑄 𝑑 ,𝑄 𝑑 } 和 𝑊 𝑞2 = {𝑄 𝑒 ,𝑄 𝑓 ,

然后，为了将正确的元素从一个子集移到另一个子集进行迭代，我们需要测

定一个移动操作导致的割的权值变化。对每一个元素 𝑤 ，我们首先将元素 𝑤 和相同子集中元素的边集定义为 𝐽(𝑤) ，类似地，将元素 𝑤 和不同子集中的元素的边集定义为 𝐹(𝑤) 。下面将图 5-2 (b)中的元素 𝑄 𝑏 做一个例子。

注意这里我们将权重为 0 的边忽略掉，例如 (𝑄 𝑏 ,𝑄 𝑐 ) 等。下面是增益函数 𝑔(𝑤)。

𝑔(𝑤) 测定的是如果 𝑤 移动到另一个子集，割的权值产生的减少量。在这个例子中𝑔(𝑄 𝑏 ) 是这样计算的， 𝑔(𝑄 𝑏 ) = (1/|𝑄 𝑏 −¯𝑄 𝑑 |) = −1.40。 𝑔(𝑄 𝑏 ) 是负值表示移动 𝑔(𝑄 𝑏 ) 到另一个子集的操作会增加割的权值，这就表示 𝑔(𝑄 𝑏 ) 不应该被移动。类似地，其他元素的增益也都被计算了， 𝑔(𝑄 𝑐 ) = −1.39， 𝑔(𝑄 𝑑 ) = 0.92， 𝑔(𝑄 𝑒 ) = −0.19， 𝑔(𝑄 𝑓 ) = 0.62，𝑔( ¯ 𝑄 𝑏 ) = −0.39， 𝑔( ¯ 𝑄 𝑐 ) = −1.33， 𝑔( ¯ 𝑄 𝑑 ) = −1.02， 𝑔( ¯ 𝑄 𝑒 ) = 0.46， 𝑔( ¯ 𝑄 𝑓 ) = 0.84。对第 𝑗 次迭代，最合适的元素记作 𝑤 𝑗 。 𝑤 𝑗 移动过去之后，将被锁定在那个子集中，不能再移动出来。它相邻的元素的增益都要更新。在这个例子中，最合适的元素是 𝑄 𝑑 ， 𝑄 𝑑 有最大的增益 0.92 ，它将被移动到下面的子集然后锁定。在这个简单的例子中，我们可以很容易从图中验证，将 𝑄 𝑑 从上面的子集移动到下面的子集，增强了功耗匹配质量： 𝑄 𝑑 在下面子集中的¯𝑄 𝑒 和¯𝑄 𝑓 有一个更好的匹配候选，比上面子集的任何一个功耗元素都要好。然而这里有一个问题，在这个例子中如果我们直接执行这个移动操作，每次迭代中都移动最合适的元素可能会导致一个极端不平衡的结果：一个自己含有很多元素（功耗），另一个子集几乎没有元素。对我们的方法这个会引起问题，因为如果最小割之后，其中一个块仍然很大，那这个块执行二部图匹配会产生很大的延迟。所以我们在迭代最小割算法中引入一个平衡阈值：如果将合适的元素从 A 移动到 B 会超出阈值，那它将不被移动。相反的从 B 中选择最合适的元素移动到 A 并且锁定。所有元素都被锁定之后，生成了一个序列， ℱ = {𝑔(𝑤 1 ),𝑔(𝑤 2 ),··· ,𝑔(𝑤 2𝑛 )} 。在这个阶段，我们已经移动了所有的元素到对应的另一个子集，这看起来似乎很奇怪，但这不是没有意义的。实际的情况是，所有的移动操作目的都是为了分析，来确定哪些元素要实际移动，下面步骤继续说明。

在序列 ℱ 中，假设所有前面的元素 𝑤 1 ,𝑤 2 ,..., 𝑗−1 的移动操作都已经完成，𝑔(𝑤 𝑗 ) 表示 𝑤 𝑗 的单步移动操作的增益（割权值的减少）。所以，为了得出移动𝑤 1 ,𝑤 2 ,..., 𝑗 的总增益（记作˜𝑔(𝑤 𝑗 ) ），我们需要取和：

对 𝑗 = 1,2,...,2𝑛 分别计算˜𝑔(𝑤 𝑗 ) ，我们形成一个累积和序列

其中˜𝑔(𝑤 𝑗 ) 是前面讨论过的元素 𝑤 1 到 𝑤 𝑗 移动的总增益。假设˜𝑔(𝑤 𝑙 ) 是˜𝐺 中的最大元素，这意味着移动 𝑤 1 ,𝑤 2 ,..., 𝑙 可以得到最大的增益（即最大减小割权值）。这样，我们就执行实际的操作，移动 {𝑤 1 ,𝑤 2 ,··· ,𝑤 𝑙 } 去它对应的另一个子集。所有上面的程序记为一个移动动作。

尽管移动动作可以重复执行，但是以前在电路分割上的研究已经表明2到4次的移动动作已经足够实现最小化 [48, 49] 。对我们这个情况，实验表明执行一次移动动作已经足够了。

最小割之后，我们将所有剩余功耗分割成块。然后二部图匹配可以在每块内部执行。因为最小割已经将相关的功耗划到了同一块中，执行二部图匹配之后剩下的未匹配的功耗在其他块中也很难找到匹配了。所以，不在执行更进一步的二部图匹配了，我们可以由之前的低层和高层的二部图匹配结果直接确定任务迁移操作。最后没有匹配上的功耗，可以简单的用 DVFS 进行处理。

图 5-2 (a)， (b) 和(c) 展示了高层的匹配的一个例子。在图 5-2 (a) 中，低层匹配（图 5-1 (b) 表示已表示出）之后未匹配上的功耗全部收集形成图 𝒣 𝑞 。注意，图𝒣 𝑞 中所有的元素都有带权重的边连接，图 5-2 中为简化并没有表示出。图 𝒣 𝑞 的初始割由图 5-2 (b) 上的虚线表示。然后执行迭代最小割算法，图 5-2 (c) 表示 𝒣 𝑞的最终割， 𝒣 𝑞 中的功耗元素被分割成了两个块，然后，每个新块的形成一个二部图，高层二部图匹配在每个新块执行。

**5.3** DVFS最终调整

经过前面二部图匹配算法后，留下的还未匹配上的负载功耗引入 DVFS 方法来做最后调整。任务迁移根据低层和高层的二部图匹配结果进行操作，已经匹配上的负载功耗就迁移到了正确的核上，这些就符合 MPC 预测出的功耗分布（在这些位置上功耗可能会有些小的差值）。迁移操作过后，那些没有匹配上的负载功耗，就被迁移到一个新的位置，因为它们原来的位置可能被匹配的那一个占据了。

假设一个功耗为 𝑞 𝑗 未匹配上的负载被迁移到核 𝑘 上，MPC预测核 𝑘 需要的功耗为 ¯ 𝑞 𝑘 。 𝑞 𝑗 与 ¯ 𝑞 𝑘 并不匹配，它们并不相等。如果 𝑞 𝑗 < ¯ 𝑞 𝑘 ，表明如果我们保持现在的状态，核 𝑘 的温度将会低于我们设定的顶温度。因为这个并不影响芯片的可靠性，我们可以保持这个功耗不变。对另外一种情况 𝑞 𝑗 > ¯ 𝑞 𝑘 ，我们在该核上执行DVFS操作，使功耗变化比率为 𝑠 𝑒𝑤𝑔𝑡 = ¯ 𝑞 𝑘 /𝑞 𝑗 。这是在没有超过温度限制的情况下，核 𝑘 可以实现的最大性能。这里也要注意，DVFS 进行的是离散的电压频率调整，所以在实际的应用中， 𝑠 𝑒𝑤𝑔𝑡 被确定在低于 ¯ 𝑞 𝑘 /𝑞 𝑗 的最近水平上。

图 5-2 (d)为 100 核微处理器示例的最后调整步骤。𝑞 𝑒 < ¯ 𝑞 𝑏 ，所以没有 DVFS，𝑞 𝑒 仅被简单的移动到了新的位置上。因为 𝑞 𝑓 > ¯ 𝑞 𝑒 ，所以 DVFS 在 𝑞 𝑓 上有操作。

我们知道在 DVFS 方法中，DC-DC 转换器是用来调整电压水平的，这个会在芯片设计上引入开销。在众核处理器上这是一个严重的问题，尤其是对于每个核都可以进行 DVFS 的情况。为了减小 DC-DC 转换器实现上的开销，引入 DVFS块是一种很实用的方法，这个是在空间上相邻的几个核共用一个 DC-DC 转换器。在这种情况下， DVFS 的决策就要依据对应块上几个核之中的最低电压水平，会影响吞吐量和性能。这个折中是众核架构中一个普遍也很重要的问题，需要在未来的工作上做进一步的研究。

这里总结一下这个新的分层动态温度管理方法，从利用 MPC 确定动态温度

管理策略到执行温度管理操作整个流程总结如下。

**5.4** 本章小结

上一章说到用期望功耗与现有功耗构成的任务分配问题，在扩展到众核系统时需要超出可以忍受的计算时间，会使算法失效。本章主要解决找个问题，解决方法是将众核系统整个芯片上的所有核划分成多块，各自分别计算。这样就能极大降低算法的计算时间。具体实现是将划分分成两个层次，低层划分按照物理位置划分，高层划分按照功耗元素关系划分。这样的划分在一定程度上使计算并行化，极大降低计算时间，使算法更加有效。解决了任务分配问题后，还剩下没有匹配上的任务，由 DVFS 来做最后的处理，保证芯片在安全温度以下。最后总结了一下新的分层动态温度管理方法的整个流程。

第六章 新的分层动态热管理方法的实现和结果比较

前面的章节已经介绍了众核处理器动态温度管理方法的基础知识，也详细说明了新提出的分层动态温度管理方法。接下来就要实现新的算法，并验证该算法比其他方法更有优势。 6.1 主要介绍算法实现的详细细节。后面三节介绍新的算法与其他动态温度管理方法的优劣， 6.2 介绍瞬态温度上的比较， 6.3 介绍算法占用的计算时间开销的比较， 6.4 进行采用不同动态温度管理算法时的处理器性能比较。

6.1 时域积分方程时间步进算法的阻抗元素精确计算

本论文中新的动态温度管理方法的实现是在一个具有两个 8 核 16 线程 CPU的 linux 服务器上进行的，每个 CPU 主频为 2.90GHZ，服务器内存 64GB。新的分层动态热管理方法主要用 MATLAB 实现。我们分别构建了四个不同的处理器核配置的众核处理器，从 100 核（10×10）到 625 核（25×25）。这些处理器的热模型由 HotSpot 生成，HotSpot 已经有完整的工具可以直接调用。环境温度设定为20 ∘ C。在这个实验中众核处理器由完全一致的Alpha 21264核组成。所有芯片的大小都是 10𝑛𝑛×10𝑛𝑛×0.15𝑛𝑛。这里我们假设众核处理器中任务运行时相互之间没有通讯也不需要同步。任务的功耗由 Wattch 通过运行 SPEC 基准程序 [50] 生成，初始任务分配为，一个任务随机指定给一个核运行。接下来的任务分配和调度有动态温度管理方法确定。我们有 9 个 SPEC 基准程序的实时功耗信息。对于不同的处理器的功耗信息，我们重复这 9 个功耗信息得到处理器需要的 100 个实时功耗信息，256 个实时功耗信息等等。

因为核的大小会随核的数量增长变化，这会超过所谓的“功耗墙”或者“利用率墙”导致不现实的功耗密度 [51] ，产生极高的温度。为解决这个问题，提出了很多解决方法。一个解决方案是灰硅，放缩每个核的功耗 [51, 52]。另一个更广泛的方法是完全关掉一些核[51, 53]。在我们的研究中，我们采用灰硅技术，放缩功耗的大小以保证所有处理器都有相似的功耗密度，这样温度分布就类似于现在的多核芯片。这个可以通过以一定的比例调整操作频率和电压来实现，放缩比例在表 6-1 中给出。在我们的这个研究中，我们并不考虑完全关掉一部分核的策略，这会是我们将来的研究方向。

对于不同核数的处理器，为保证温度能有效地趋近顶温度，任务迁移过程中的阈值 𝑓 𝑢ℎ 和式 (4-7) 中 MPC 调整参数 𝑠 需要手动调整。这里注意，最优的 𝑓 𝑢ℎ 和𝑠 值与微处理器核的数量和结构高度相关，理论上没有必要去计算这些参数在实际的。在实际的应用中，针对一个确定的众核微处理器，很容易通过实验来调整这些参数。表 6-1 给出了这些参数的值。我们可以看出 𝑓 𝑢ℎ 随功耗模型的大小（在我们的情况中也是核的大小）变化。如果核的大小相对较大， 𝑓 𝑢ℎ 也需要指定一个相对较大的值（即表 6-1 中 100 核的情况）。反之亦然（即表 6-1 中 625 核的情况）。这是因为较大的功耗有较大的芯片空间供功耗分布，所以对相同的温度容忍限制，允许有更大的功耗差值。另一个现象是核数越大，需要较大的 𝑠 值。这是因为在式 (4-7) 中，当核数增长的时候 𝑍 𝑑𝑓𝑗𝑚 −𝑍 𝑙 中的每个元素并没有变化太大，但是 Δ𝑄 𝑙 中的每个元素会变得小很多（因为每个核的功耗缩小）。为了使 Δ𝑄 𝑙 有更小的解， 𝑠 的值需要变大。这里注意625核的情况 𝑠 值仍然是 3000，与 400 核的情况相同，因为我们发现到这个程度再继续增大 𝑠 值没有明显的影响。

在低层划分上，我们划分每 25 (5×5) 个相邻核为一块。在高层处理中，如果图 𝒣 𝑞 中的元素数目超过 240 就用改进迭代最小割算法进行分割。

为了最小化任务迁移的开销，任务迁移和 DVFS 的启动周期设定为 20s。任务迁移的开销来自于计算核迁移操作。通常处理器核数较小时，用较小的迁移周期。因为核数少时，计算开销和迁移操作开销（关系到核与核之间的通信）都很小。对中核处理器情况，因为核数很大，频繁的任务迁移是很难执行的，所以迁移周期延长。迁移间隔内一个核的负载可能会增长很多，这样可能引起超出温度限制。在这种情况下，我们在迁移间隔内需要保证安全的时候只能执行 DVFS。

在实验中，除了任务迁移决策计算的开销，任务迁移操作的开销也要考虑进去。正常的任务迁移操纵开销大概是 10 6 个时钟周期，对 1 GHZ的处理器大概是1ms [54]。因为在众核处理器中核数很大，核之间通信时间很长，这样的开销会很大。所以我们设定上百核处理器的任务迁移时间为 100ms。在实验中我们要考虑任务迁移的功耗。这个功耗由迁移时间内核的通信产生，在迁移时对应的两个核不处理任何任务。所以我们假设任务迁移时间的功耗小于任务处理时间的功耗。为保证安全，我们将任务迁移时的功耗设定为之前处理任务时的平均功耗，用这样的功耗提供给MPC做预测。

作为比较，我们实现了另外两种基于MPC的方法，众核处理器基于MPC混合任务迁移和DVFS的动态温度管理方法 [27]和基于MPC只结合DVFS的方法 [25]。我们也选择了[22]中的动态温度管理方法作为对比，因为它和我们的研究有相同的目标，即改性能处理器有温度限制时最大化性能（吞吐量）。我们在实验中实现了开源项目 MAGMA V2，这个由[22]的作者提供。MAGMA只能给出100核处理器的结果，对于更大的核数情况会有“超出内存”错误。在这里所有的方法都用相同的激活周期，功耗信息和顶温度。

**6.2**与其他方法的瞬态温度比较

首先我们不进行任何温度管理让100核处理器在最大速度上运行。图 6-1 (a)就是这个处理器的瞬态温度。我们可以看出，核的温度大概是从 90 ∘ C 到 120 ∘ C。温度在 120 ∘ C 左右会影响芯片的可靠性。我们也测量了温度的方差，见图 6-2 (a)。可以看出，没有任何温度管理的情况下，核之间的温度差也很大。接下来我们把顶温度设定在 105 ∘ C，测试新的分层动态温度管理方法在100核处理器上的效果。分层动态温度管理方法在第200秒时被激活，激活周期为 20s。对应的瞬态温度就是图 6-1 (b)，对应的温度方差就是图 6-2 (b)。分层动态温度管理方法被激活之后，所有核的温度开始趋近于设定的顶温度 105 ∘ C，核之间的温度差也减小了很多。

作为对比， [27] 中的基于 MPC 的结合任务迁移和 DVFS 的动态温度管理方法和 [25] 中基于 MPC 结合 DVFS 的方法也进行了测试。顶温度同样被设定为105 ∘ C，所有的方法仍然在相同的时间点被激活，即第 200 秒，激活周期仍然是20s。图 6-1 (c) (d) 和图 6-2 (c) (d) 就是这两种方法对应的瞬态温度，和核之间温度方差。新的分层动态热管理方法和 [27] 中的方法有相似的瞬态温度，比 [27] 中的核之间温度方差稍微大一点点，说明新方法并不能最优地平衡整个芯片的温度（后面会介绍，新方法在开销和扩展性上比 [27] 要好得多）。 [25] 中的动态温度管理方法在瞬态温度和核之间温度差上要比前两种方法差很多。

下面我们对比 [22] 中的方法。这个方法也是执行 DVFS 和任务迁移，来使核的温度趋近于顶温度。不过，这个方法为了减小计算开销，在做动态温度管理决策的时候假设每个核都核其他核热隔离。这种假设在核数较少的多核芯片上或许可以，因为核数较少时，核之间有大面积的缓存区域阻隔了核间热交换。但是在众核情况下，因为每个核面积较小，热交换很明显，并且不能被忽略。该方法的100 核处理器温度即图 6-3 (a) 所示。因为这里的仿真步长较大，所以温度波形是直的线段。依据这样的温度来做动态温度管理决策，温度大部分时间都是趋近顶温度的。但是因为核与核之间的零热交换，所以这样的温度并不是实际的温度。我们修改了MAGMA 程序，画出了考虑核间热交换的实际温度，如图 6-3 (b) 所示。我们很清楚地看到这个方法的动态温度管理决策不是最优的，会明显的超出实际温度的限制。核与核之间的热交换对众核处理器的温度具有极大的影响，导致严重超出 105 ∘ C 的顶温度。从图 6-3 我们可以看出，温度控制有一个延时调整问题。这是因为在 [22] 的方法中，当当前温度并不完全等于顶温度的时候，核或者被关掉（如果当前温度高于顶温度），或者全速运行（如果当前温度低于顶温度）。但是在图 6-1 中，所有基于 MPC 的动态温度管理方法都没有这个问题，因为它们可以提前预测来做决策，这样就会是比较平滑的温度控制。

表 6-2 记录了不同核数的处理器的核之间温度方差。表中 𝑤𝑏𝑠 𝑝 是没用任何动态温度管理方法时核之间温度方差，𝑤𝑏𝑠 𝑒 是 [25] 中动态温度管理方法的核之间温度方差， 𝑤𝑏𝑠 𝑑 是 [27] 中动态温度管理方法的核之间温度方差， 𝑤𝑏𝑠 𝑜 是新的分层动态温度管理方法的核之间温度方差， 𝑤𝑏𝑠 ℎ 是 [22] 中动态温度管理方法的核之间温度方差。不同核数的结果类似， [27] 中方法稍微优于我们的分层动态温度管理方法，基于 MPC 只结合 DVFS 的方法明显有较大的核间温度方差。 [22] 中的方法只完成了 100 核的实验，其核之间温度方差与 [27] 中的方法接近。

**6.3** 与其他方法的算法执行时间比较

从前面的比较可以看出，我们新提出的分层动态温度管理方法与 [27]中的方法在瞬态温度和核之间温度方差上的相差不大。在众核处理器上与 [27]、 [22]相比，我们的新方法真正的亮点是可扩展性和小开销。我们测定这几种算法的平均每秒执行时间。我们的新方法主要由 MPC，二部图匹配（任务迁移），最小割划分组成。为更好分析，我们将算法的总执行时间分为 MPC 时间 𝑢 𝑞 ，匹配时间 𝑢 𝑛 ，最小割划分时间 𝑢 𝑏 。匹配操作的执行时间一部分为低层匹配时间，另一部分为高层匹配时间。对于低层匹配时间，如果这里有多个匹配操作在并行执行，我们只计最长的一个，这个时间才是主导延时的时间。 [27] 中的方法也有 MPC 时间 𝑢 𝑞和匹配时间 𝑢 𝑛 ，但是没有最小割划分时间 𝑢 𝑏 。 [25] 中的方法只有 MPC 时间 𝑢 𝑞 。尽管 [22] 中的方法只完成了100核的情况，但是我们还是可以测试它的任务迁移时间 𝑢 𝑛 。我们可以用正确维度的随机矩阵输入给对应的函数。表 6-3 记录了各算法在不同核数处理器上的执行时间。很显然随核数增长， [27] 中的方法开销明显上升。从 400 核的情况开始，每秒的平均管理决策时间要超过1s，这是完全不能接受的。 [22] 中的方法在任务迁移计算上的时间也随核数很快增长，使它不能扩展到众核应用中。根据这篇论文，我们找出任务迁移算法的时间复杂度为 𝑃(𝑜𝑟) 3（跟 [27] 中的任务迁移算法接近），其中𝑜是核数，𝑟是任务数量。这篇论文中假设𝑜 = 𝑟 ，那么当核数增长额时候， 𝑃(𝑜 6 ) 的复杂度使任务迁移占用了太多的时间。相对地，我们新的分层算法的计算时间增长缓慢。即使是625核的情况（这已经是很大的核数了），我们的方法平均每秒消耗 4 ms 做管理决策。这仅仅是 0.4% 的计算时间花费在少数几个核上，因此这个可以被忽略。当然，[25] 中的方法需要最少的时间计算开销，但是我们的新方法只在任务迁移上花费很少的开销就使性能显著提成，下面将继续介绍。

**6.3** 与其他方法的算法执行时间比较

最后我们测定不同众核处理器采用各种动态温度管理方法的性能。每秒执行的指令数（IPS）是衡量处理器性能一个标准。因为 [27] 和 [22] 中的方法有很大的开销，不能完成众核处理器的管理决策，所以在性能对比中并没有考虑这两个方法。表 6-4 记录了采用新分层方法和仅采用DVFS的方法时的平均 IPS。在表中，𝑁𝐽𝑄𝑇 𝑝 表示不采用任何动态温度管理方法时单个处理器核的平均IPS（以百万计就是MIPS）， 𝑁𝐽𝑄𝑇 𝑒 表示采用 [25] 中方法时单个处理器核的平均IPS， 𝑁𝐽𝑄𝑇 𝑜表示采用我们的新方法时单个处理器核的平均IPS。 𝑁𝐽𝑄𝑇 𝑝 是理想性能，是在处理器没有任何温度限制的情况下取得的。 𝑁𝐽𝑄𝑇 𝑜 只比 𝑁𝐽𝑄𝑇 𝑝 小一点，说明在确定管理决策时，我们新的分层算法是很有效的。从表中可以看出，新的分层算法在性能上优于 [25] 中的算法。尽管新算法有稍微大一点的开销，但是消耗在任务迁移决策的时间减少了 DVFS 激活的次数，带来的是性能收益。我们注意到，新方法相比于 [25] 中的方法在吞吐量上的提升和运行的应用有很大关系。比如，如果这里有很低温度的核（甚至是闲置无任务的核），新方法就会比 [25] 中方法有更明显的吞吐量提升，因为低温核可以被任务迁移充分利用，减少DVFS操作。

**6.4** 本章小结

本章实现了新提出了分层动态温度管理方法，并且实现了其他几张方法来做比较。通过比较，虽然在瞬态温度方差上新的分层方法并不是最好的结果，并不能最优地平衡芯片温度，但是也与 [27] 相差不大。在众核系统中新的分层方法与[27]、 [22]相比是在可扩展性和小开销上具有巨大的优势。在计算开销上新的分层算法要比 [25] 中的差，但是新的方法提升了处理器性能。所以总体来说，新的分层动态温度管理方法比其他方法有很大优势。

第七章 总结

近年来，处理器技术持续发展，已经由多核处理器发展到众核领域。随着众核处理器带来的性能提升，也带来了一定的负面影响。尤其是更好密度增加，出现了热问题。不仅有高温问题，众核处理工作负载不均衡，导致处理器温度梯度加大，极可能出现局部高温点。高温和高的温度梯度都对处理器有极大的影响，会导致处理器性能和可靠性下降，影响芯片寿命，冷却成本也急剧上升。针对这一问题，本文做了动态温度管理方面的研究，提出了一种针对高性能众核系统的新的分层动态温度管理方法。动态温度管理方法通过调整任务的执行改变功耗特性，平衡芯片负载，降低峰值温度和局部高温点数量，能有效改善热问题。

本文首先分析了芯片温度不受管理对芯片的各方面负面影响，温度过高对芯片可靠性，芯片性能到来极大损害。过高的温度也会加剧静态功耗增加，静态功耗的增加反过来又会加剧温度上升。现在的冷却系统对于处理现有的高温问题已经相当困难，需要极高的冷却成本。对于动态温度管理方法，虽然是对任务或者处理器进行调整来修正功耗特性，但是这不仅仅与功耗相关，与芯片封装和散热参数等等都有很大的关联。现今动态温度管理方法最常用的操作动态电压频率调整和任务迁移技术，在修正功耗或功耗分布方面很有作用。对这些方法如何能调整修正温度也进行了详细说明。仅仅有动态温度管理操作是不能够有效控制芯片温度的，这些操作需要一个良好的引导控制。所以引导控制需要的温度预测方法和模型预测控制方法也在这里进行了介绍。本文提出的新的分层动态温度管理方法就采用了模型预测控制方法，并结合了动态电压频率调整和任务迁移技术。

对于众核处理器进行模型预测控制，首先需要对芯片进行热建模。 HotSpot是一种简洁精确的热建模方法。热系统与电路系统有相似的对偶关系，对热传导理论进行说明。并且为方便理解处理器热模型，对 HotSpot 热建模方法进行了介绍，并讨论了热模型在动态温度管理方法中的作用。

本文提出了一种针对高性能众核处理器的分层动态热管理算法。对其进行了详细介绍，新方法基于模型预测控制，结合了任务迁移和动态电压频率调整技术，能有效降低性能损耗，提高芯片可靠性。做任务迁移决策时用到的复杂度较高的匈牙利算法做二部图匹配，直接扩展到众核系统需要的计算开销很大。为了扩展到众核系统，在两个层次上做基于二部图匹配的任务迁移决策：块内的低层，块间的高层。改进的最小割算法用于辅助高层的任务迁移决策过程。在实验中建模实现该算法，并在不同核数的众核处理器上验证测试，并与其它动态温度管理方法进行比较。新方法能够把芯片温度控制在安全范围内，能有效解决众核芯片热问题，并且能使处理器得到更高的计算性能，比现有的方法具有很大优势。

最后本文方法也有一定的局限性，在仿真实现中做了一些理想化的假设，比如动态电压频率调整时，可以将频率和电压连续地调整到任意水平。实际可以调整频率电源电压的处理器一般只设定几个离散的频率水平。所以这方面需要在未来的工作中改进。还有文中提到的 DVFS 要用到的 DC-DC 转换器，为减少转换器的开销，可以考虑几个核共用一个转换器，这样就要改进 DVFS 策略。同样的这部分改进也需要在未来工作中做进一步研究。
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