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# Problem statement:

## Problem definition:

Sorting an array A of n elements by the Quicksort algorithm. The parallel algorithms should not suffer from the O(n) time partition bottleneck. In other words, find parallel approaches to doing partition in parallel.

The input is given in an array of some C basetype (int or double, …) with “<“ as the comparison function.

## Task:

Implement the specified problem in all three frameworks: OpenMP, Cilk and MPI.

## General Notes:

According to the task, we have to take a close look on the partition function because this is the time bottleneck. Our straightforward and sequential approach to the partition function looks like this:

1 void partition**(**int a**[],** int start**,** int end**,** struct partitionResult **\*** result**,**

int pivotValue**)** **{**

2 int aa**,** i**,** j**;**

3 i **=** start**-**1**;** j **=** end**+**1**;**

4

5 **for** **(;;)** **{**

6 **while** **(++**i**<**j**&&**a**[**i**]** **<** pivotValue**);**

7 **while** **(**a**[--**j**]** **>** pivotValue **&&** j**>=**start**);**

8 **if** **(**i**>=**j**)** **break;**

9 aa **=** a**[**i**];** a**[**i**]** **=** a**[**j**];** a**[**j**]** **=** aa**;**

10 **}**

11

12 result**->**smaller **=** j**-**start**+**1**;**

13 result**->**larger **=** **((**end **-** start**)** **+** 1**)** **-** result**->**smaller**;**

14**}**

In this algorithm, start and end are the starting and end indices to partition in the array a. Before the end of the method, two integer values are set in the struct partitionResult: smaller contains the number of elements smaller than the pivot value whereas larger contains the values larger than the pivot value. This method is used in all our implementations (sequential, OpenMP, Cilk and MPI) but we use the values in the struct differently. To evade the time bottleneck here, we use different approaches in the implementations. These approaches are explained further down in this document.

## Referential, sequential implementation:

As sequential reference implementation, we used a straightforward approach, which looks like this in pseudocode:

1 void quicksortS**(**int arr**[],** int low**,** int high**)** **{**

2 **if** **(**low **<** high**)** **{**

3 pivotIndex **=** get random value between low and high

4 pivotValue **=** value at position pivotIndex

5 //switch pivot to first element

6 swap**(**pivotIndex**,** low**)**

7

8 partition**(**arr**,** low**+**1**,** high**,** **&**result**,** pivotValue**);**

9 pi **=** new pivot Value index

10 swap**(**low**,** pi**)**

11

12 quicksortS**(**arr**,** low**,** pi **-** 1**);**

13 quicksortS**(**arr**,** pi **+** 1**,** high**);**

14 **}**

15**}**

//TODO Zeiten dazu (sequentiell) oder nicht?

# Experimental set up

To test our solutions, we ran them on different systems. During the implementation phase, we tested them on our own machines. The final benchmarking values were then gathered from the machines of the Research Group for Parallel Computing, TU Wien. We started the algorithms in a benchmarking loop with 25 iterations to gather more than one value and our system outputs the best, worst and average runtime of the algorithm(s).

The machines:

## Shared memory machine

To benchmark the implementations of Cilk and OpenMP we used the machine *saturn.par.tuwien.ac.at*. This is a shared memory machine with four sockets: four AMD Opteron 6168 (12 Cores, 1.9 GHz, 12 MB cache) and 128GB DDR3 memory and a Debian System is running on this machine.

## Computer cluster

To benchmark the implementation of MPI we used the machine *jupiter.par.tuwien.ac.at*. This is a computer cluster consisting of 35 compute nodes where each node has two AMD Opteron 6134 (eight cores, 2.3 GHz, 12 MB cache) and 32 GB DDR3 memory per node. The network between the nodes is a QDR InfiniBand and Gigabit Ethernet and CenOS 6 is running on this cluster.

# OpenMP

## Implementation

We implemented two different versions: one version, where the partition part is not parallelized, and one version with a parallelized partition part. With this approach, we can compare the two different implementations. In theory, the second implementation should not suffer from the O(n) time bottleneck in the partition part.

## Without parallelized partition

This implementation differs only a little bit from our sequential implementation as described in 1.4. The main difference is that we call the recursive part inside an omp statement:

## With parallelized partition

## How to run

## Experimental results

# Cilk

## Implementation

## How to run

## Experimental results

# MPI

## Implementation

## How to run

## Experimental results

# Summary

**von seiner Angabe:**

Allowed: • Although sequential Quicksort is an in-place algorithm, your parallel solution may use extra arrays of size O(n); try to keep extra space small. Explain where and why needed.

• Optimal pivot (exact median) solution is not required. It is therefore acceptable to test on randomly generated input only (or pick pivots randomly). Introduce performance counters to measure the work imbalance (different sizes of partitioned arrays, depth of recursions)

Hint: Use MPI solution as idea also for OpenMP and Cilk; consider load balancing by prefix-sums (as in lecture)