## You run your regression on different subsets of your data, and find that in each subset, the beta value for a certain variable varies wildly. What could be the issue here?

* The dataset might be heterogeneous. In which case, it is recommended to cluster datasets into different subsets wisely, and then draw different models for different subsets. Or, use models like non parametric models (trees) which can deal with heterogeneity quite nicely.

Heterogeneous data are any data with high variability of data types and formats. They are possibly ambiguous and low quality due to missing values, high data redundancy, and untruthfulness.

## Is more data always better?

* Statistically,
  + It depends on the quality of your data, for example, if your data is biased, just getting more data won’t help.
  + It depends on your model. If your model suffers from high bias, getting more data won’t improve your test results beyond a point. You’d need to add more features, etc.
* Practically
  + Also there’s a tradeoff between having more data and the additional storage, computational power, memory it requires. Hence, always think about the cost of having more data.

## What are advantages of plotting your data before performing analysis?

Data sets have errors.  You won't find them all but you might find some. That 212 year old man. That 9 foot tall woman.

1. Variables can have skewness, outliers etc.  Then the arithmetic mean might not be useful. Which means the standard deviation isn't useful.
2. Variables can be multimodal!  If a variable is multimodal then anything based on its mean or median is going to be suspect.

## How can you determine which features are the most important in your model?

* run the features though a Gradient Boosting Machine or Random Forest to generate plots of relative importance and information gain for each feature in the ensembles.
* Look at the variables added in forward variable selection

## Define confounding variables.

Confounding variables are also known as confounders. These variables are a type of extraneous variables that influence both independent and dependent variables causing spurious association and mathematical relationships between those variables that are associated but are not casually related to each other

## Define and explain selection bias

The selection bias occurs in the case when the researcher has to make a decision on which participant to study. The selection bias is associated with those researches when the participant selection is not random. The selection bias is also called the selection effect. The selection bias is caused by as a result of the method of sample collection.

Four types of selection bias are explained below:

1. **Sampling Bias:** As a result of a population that is not random at all, some members of a population have fewer chances of getting included than others, resulting in a biased sample. This causes a systematic error known as sampling bias.
2. **Time interval:**

Trials may be stopped early if we reach any extreme value but if all variables are similar invariance, the variables with the highest variance have a higher chance of achieving the extreme value. Early termination of a trial at a time when its results support the desired conclusion.

1. **Data:** It is when specific data is selected arbitrarily and the generally agreed criteria are not followed. Cherry picking, which actually is not selection bias, but confirmation bias, when specific subsets of data are chosen to support a conclusion (e.g. citing examples of plane crashes as evidence of airline flight being unsafe, while ignoring the far more common example of flights that complete safely. See: Availability heuristic)
2. **Attrition:** Attrition in this context means the loss of the participants. It is the discounting of those subjects that did not complete the trial.

## Types of sampling bias

* **Self-selection**
* **Non-response**
* **Undercoverage**
* **Survivorship**
* **Pre-screening or advertising**
* Healthy user

## What is Cross-Validation?

Cross-Validation is a Statistical technique used for improving a model’s performance. Here, the model will be trained and tested with rotation using different samples of the training dataset to ensure that the model performs well for unknown data. The training data will be split into various groups and the model is run and validated against these groups in rotation.

The most commonly used techniques are:

* K-Fold method
* Leave p-out method
* Leave-one-out method
* Holdout method

## Outlier Detection Techniques

**Outliers**are those observations that differ strongly*(different properties)* from the other data points in the [sample](https://towardsdatascience.com/8-types-of-sampling-techniques-b21adcdd2124) of a population.

Most popular outlier detection techniques are:

[1. Z-Score](https://dataheroes.ai/blog/outlier-detection-methods-every-data-enthusiast-must-know/#1_Z-Score)

[2. Local Outlier Factor (LOF)](https://dataheroes.ai/blog/outlier-detection-methods-every-data-enthusiast-must-know/#2_Local_Outlier_Factor_LOF)

[3. Isolation Forest](https://dataheroes.ai/blog/outlier-detection-methods-every-data-enthusiast-must-know/#3_Isolation_Forest)

[4. DBSCAN](https://dataheroes.ai/blog/outlier-detection-methods-every-data-enthusiast-must-know/#4_DBSCAN)

[5. Coresets](https://dataheroes.ai/blog/outlier-detection-methods-every-data-enthusiast-must-know/#5_Coresets)

## What are the possible sources of outliers in a dataset?

There are multiple reasons why there can be outliers in the dataset, like Human errors *(Wrong data entry)*, Measurement errors*(System/Tool error)*, Data manipulation error*(Faulty data preprocessing error)*, Sampling errors*(creating samples from heterogeneous sources), etc*. Importantly, detecting and treating these Outliers is important for learning a robust and generalizable machine learning system.

## Z-Score for Outlier Detection

The **Z-score***(also called the standard score)* is an important concept in statistics that indicates **how far away a certain point is from the mean**. By applying Z-transformation we shift the distribution and make it**0 mean with unit standard deviation**. *For example — A Z-score of 2 would mean the data point is 2 standard deviation away from the mean.*

Z-score(i) = (x(i) -mean) / standard deviation

It assumes that the data is normally distributed and hence the % of data points that lie between -/+1 stdev. is ~68%, -/+2 stdev. is ~95% and -/+3 stdev. is ~99.7%. Hence, if the **Z-score is >3 we can safely mark that point to be an outlier.***Refer to below fig.*

## Interquartile Range (IQR):

IQR, the concept used to build boxplots, can also be used to identify outliers. The IQR is equal to the difference between the 3rd quartile and the 1st quartile. You can then identify if a point is an outlier if it is less than Q1–1.5\*IRQ or greater than Q3 + 1.5\*IQR. This comes to approximately 2.698 standard deviations.

## Local Outlier Factor  (LOF)

In **Local Outlier Factor**(LOF), the idea revolves around the concept of **local regions**. Here, we calculate and compare the **local density of the focus point with the local density of its neighbours.** If we find that the local density of the focus point is very low compared to its neighbours, that would kind of hint that the focus point is isolated in that space and is a potential outlier. The algorithm depends on the hyperparameter K, which decides upon the number of neighbours to consider when calculating the local density. This value is bounded between 0 *(no neighbour)*and the total points *(all points being neighbour)* in the space.

The local density function is defined as the *reciprocal of average reachability distance,*where,**average reachability distance** is definedas theaverage distance from the focus point to all points in the neighbour.

**LOF = average local density of neighbors / local density of focus point**

If,

* *LOF ≈ 1 similar density as neighbors*
* *LOF < 1 higher density than neighbors (normal point)*
* *LOF > 1 lower density than neighbors (anomaly)*

## Isolation Forest

**Isolation Forest** is a tree-based algorithm that tries to find out outliers based on the concept of decision boundaries*(just like we have for decision trees)*. The idea over here is to **keep splitting the data at random thresholds and feature till every point gets isolated***(it’s like overfitting a decision tree on a dataset).* Once the isolation is achieved we chunk out points that got isolated pretty early during this process. And we mark these points as potential outliers. If you see this intuitively, the farther a point is from the majority, the easier it gets to isolate, whereas, isolating the points that are part of a group would require more cuts to isolate every point.

## Autoencoder for Outlier Detection

**Autoencoders** are Neural network architectures that are trained to reproduce the input itself. It consists of two trainable components namely — Encoder and Decoder. Where the goal of the encoder is to learn a latent representation of the input*(original dimension to low dimension)* and the goal of the decoder is to learn to reconstruct the input from this latent representation*(low dimension to original dimension)*. So for the autoencoder to work well, both of these components should optimize on their respective tasks.

*Autoencoders are widely used for detecting anomalies*. A typical intuition behind how this works is that if a point in feature space lies far away from the majority of the points*(meaning it holds different properties, for example — dog images clustered around a certain part of the feature space and cow image lies pretty far from that cluster),* in such cases, the autoencoder learns the dog distribution*(because of the count of dog images would be very high compared to cows — that’s why it’s an anomaly, hence model would majorly focus on learning the dog cluster).*This means, the model would be able to more or less correctly re-generate the dog images leading to low loss values, whereas, for the cow image it would generate high loss*(because that’s something odd it saw for the first time and the weights it has learnt is mostly to reconstruct dog images).*We use these reconstruction loss values as the anomaly scores, so higher the scores, the higher the chances of input being an anomaly.

## Outlier Detection using In-degree Number (ODIN)

In **Outlier Detection using In-degree Number** (ODIN), we calculate the **in-degree for each of the data points**. Here, in-degree is defined as the number of nearest neighbour sets to this point belongs. Higher this value, the more the confidence of this point belonging to some dense region in the space. Whereas, on the other side, a lesser value of this would mean that it’s not part of many nearest neighbour sets and is kind of isolated in the space. You can think of this method to be the reverse of KNN.

## Dealing with outliers

1. [Univariate method](https://www.neuraldesigner.com/blog/3_methods_to_deal_with_outliers#UnivariateMethod): This method looks for data points with extreme values on one variable.
2. [Multivariate method](https://www.neuraldesigner.com/blog/3_methods_to_deal_with_outliers#MultivariateMethod): Here, we look for unusual combinations of all the variables.

[Minkowski error](https://www.neuraldesigner.com/blog/3_methods_to_deal_with_outliers#MinkowskiError): This method reduces the contribution of potential outliers in the training process.

## The Curse of Dimensionality

1. If we have more features than observations than **we run the risk  of massively overfitting our model — this would generally result in terrible out of sample performance.**
2. When we have too many features, observations become harder to cluster — believe it or not, **too many dimensions causes every observation in your dataset to appear equidistant from all the others.** And because clustering uses a distance measure [such as Euclidean distance](https://en.wikipedia.org/wiki/Euclidean_distance) to quantify the similarity between observations, this is a big problem. **If the distances are all approximately equal, then all the observations appear equally alike (as well as equally different), and no meaningful clusters can be formed.**
3. All samples are close to the edge of the sample. And this is a bad news because prediction is much more difficult near the edges of the training sample.
4. The sampling density decreases exponentially as p increases and hence the data becomes much more sparse without significantly more data.
5. We should conduct PCA to reduce dimensionality

The curse of dimensionality, first introduced by Bellman [1], indicates that the number of samples needed to estimate an arbitrary function with a given level of accuracy grows exponentially with respect to the number of input variables (i.e., dimensionality) of the function.

## What is a Box-Cox Transformation?

The dependent variable for a regression analysis might not satisfy one or more assumptions of an ordinary least squares regression. The residuals could either curve as the prediction increases or follow the skewed distribution. In such scenarios, it is necessary to transform the response variable so that the data meets the required assumptions. A Box cox transformation is a statistical technique to transform non-normal dependent variables into a normal shape. If the given data is not normal then most of the statistical techniques assume normality. Applying a box cox transformation means that you can run a broader number of tests.

## What is the importance of dimensionality reduction?

The process of dimensionality reduction constitutes reducing the number of features in a dataset to avoid overfitting and reduce the variance. There are mostly 4 advantages of this process:

* This reduces the storage space and time for model execution.
* Removes the issue of multi-collinearity thereby improving the parameter interpretation of the ML model.
* Makes it easier for visualizing data when the dimensions are reduced.
* Avoids the curse of increased dimensionality.

## Methods of dimensionality reduction

* Feature Selection Methods
* Matrix Factorization
* Manifold Learning
* Autoencoder Methods
* Linear Discriminant Analysis (LDA)
* Principal component analysis (PCA)

## What is the significance of using the Fourier transform in Deep Learning tasks?

The Fourier transform function efficiently analyzes, maintains, and manages large datasets. You can use it to generate real-time array data that is helpful for processing multiple signals.

If the matrices of the input and filters in the CNN can be converted into the frequency domain to perform the multiplication and the outcome matrices of the multiplication in the frequency domain can be converted into the time domain will not perform any harm to the accuracy of the model. The conversion of matrices from the time domain to the frequency domain can be done by the Fourier transform or fast Fourier transform and conversion from the frequency domain to the time domain can be done by the inverse Fourier transform or inverse fast Fourier transform.

## What if we want to build a model for predicting prices? Are prices distributed normally? Do we need to do any pre-processing for prices? ‍

* Data is not normal. Specially, real-world datasets or uncleaned datasets always have certain skewness. Same goes for the price prediction. Price of houses or any other thing under consideration depends on a number of factors. So, there's a great chance of presence of some skewed values i.e outliers if we talk in data science terms.
* Yes, you may need to do pre-processing. Most probably, you will need to remove the outliers to make your distribution near-to-normal.

## How do we choose K in K-fold cross-validation? What’s your favorite K?

There are two things to consider while deciding K: the number of models we get and the size of validation set. We do not want the number of models to be too less, like 2 or 3. At least 4 models give a less biased decision on the metrics. On the other hand, we would want the dataset to be at least 20-25% of the entire data. So that at least a ratio of 3:1 between training and validation set is maintained.  
I tend to use 4 for small datasets and 5 for large ones as K.

## If a weight for one variable is higher than for another  —  can we say that this variable is more important?

Yes - if your predictor variables are normalized.

Without normalization, the weight represents the change in the output per unit change in the predictor. If you have a predictor with a huge range and scale that is used to predict an output with a very small range - for example, using each nation's GDP to predict maternal mortality rates - your coefficient should be very small. That does not necessarily mean that this predictor variable is not important compared to the others.

## What do you mean by Associative Rule Mining (ARM)?

Associative Rule Mining is one of the techniques to discover patterns in data like features (dimensions) which occur together and features (dimensions) which are correlated. It is mostly used in Market-based Analysis to find how frequently an itemset occurs in a transaction. Association rules have to satisfy minimum support and minimum confidence at the very same time. Association rule generation generally comprised of two different steps:

* “A min support threshold is given to obtain all frequent item-sets in a database.”
* “A min confidence constraint is given to these frequent item-sets in order to form the association rules.”

Support is a measure of how often the “item set” appears in the data set and Confidence is a measure of how often a particular rule has been found to be true.

## List Sampling Techniques

It is the practice of selecting an individual group from a population in order to study the whole population.

Probability Sampling Techniques is one of the important types of sampling techniques. Probability sampling allows every member of the population a chance to get selected. It is mainly used in quantitative research when you want to produce results representative of the whole population.

1. Simple Random Sampling

2. Systematic Sampling

In systematic sampling, every population is given a number as well like in simple random sampling. However, instead of randomly generating numbers, the samples are chosen at regular intervals.

3. Stratified Sampling

In stratified sampling, the population is subdivided into subgroups, called strata, based on some characteristics (age, gender, income, etc.). After forming a subgroup, you can then use random or systematic sampling to select a sample for each subgroup. This method allows you to draw more precise conclusions because it ensures that every subgroup is properly represented.

4. Cluster Sampling

In cluster sampling, the population is divided into subgroups, but each subgroup has similar characteristics to the whole sample. Instead of selecting a sample from each subgroup, you randomly select an entire subgroup. This method is helpful when dealing with large and diverse populations.

Non-Probability Sampling Techniques is one of the important types of Sampling techniques. In non-probability sampling, not every individual has a chance of being included in the sample. This sampling method is easier and cheaper but also has high risks of sampling bias. It is often used in exploratory and qualitative research with the aim to develop an initial understanding of the population.

1. Convenience Sampling

In this sampling method, the researcher simply selects the individuals which are most easily accessible to them. This is an easy way to gather data, but there is no way to tell if the sample is representative of the entire population. The only criteria involved is that people are available and willing to participate.

2. Voluntary Response Sampling

Voluntary response sampling is similar to convenience sampling, in the sense that the only criterion is people are willing to participate. However, instead of the researcher choosing the participants, the participants volunteer themselves.

3. Purposive Sampling

In purposive sampling, the researcher uses their expertise and judgment to select a sample that they think is the best fit. It is often used when the population is very small and the researcher only wants to gain knowledge about a specific phenomenon rather than make statistical inferences.

4. Snowball Sampling

In snowball sampling, the research participants recruit other participants for the study. It is used when participants required for the research are hard to find. It is called snowball sampling because like a snowball, it picks up more participants along the way and gets larger and larger.

## Feature selection methods

The main benefits of performing feature selection in advance, rather than letting the machine learning model figure out which features are most important, include:

* simpler models: simple models are easy to explain - a model that is too complex and unexplainable is not valuable
* shorter training times: a more precise subset of features decreases the amount of time needed to train a model
* variance reduction: increase the precision of the estimates that can be obtained for a given simulation
* avoid the curse of high dimensionality: dimensionally cursed phenomena states that, as dimensionality and the number of features increases, the volume of space increases so fast that the available data become limited - PCA feature selection may be used to reduce dimensionality ,

**Filter Methods:**

* + Filter methods select features based on statistics rather than feature selection cross-validation performance. A selected metric is applied to identify irrelevant attributes and perform recursive feature selection. Filter methods are either univariate, in which an ordered ranking list of features is established to inform the final selection of feature subset; or multivariate, which evaluates the relevance of the features as a whole, identifying redundant and irrelevant features.
  + There are various filter methods such as the Chi-Square test, Fisher’s Score method, Correlation Coefficient, Variance Threshold, Mean Absolute Difference (MAD) method, Dispersion Ratios, etc.
* **Wrapper Methods:**
  + Wrapper feature selection methods consider the selection of a set of features as a search problem, whereby their quality is assessed with the preparation, evaluation, and comparison of a combination of features to other combinations of features. This method facilitates the detection of possible interactions amongst variables. Wrapper methods focus on feature subsets that will help improve the quality of the results of the clustering algorithm used for the selection.
  + There are three types of wrapper methods, they are:
    - **Forward Selection:** Here, one feature is tested at a time and new features are added until a good fit is obtained.
    - **Backward Selection:** Here, all the features are tested and the non-fitting ones are eliminated one by one to see while checking which works better.
    - **Recursive Feature Elimination:**The features are recursively checked and evaluated how well they perform.
  + These methods are generally computationally intensive and require high-end resources for analysis. But these methods usually lead to better predictive models having higher accuracy than filter methods.
* **Embedded Methods:**

Embedded feature selection methods integrate the feature selection machine learning algorithm as part of the learning algorithm, in which classification and feature selection are performed simultaneously. The features that will contribute the most to each iteration of the model training process are carefully extracted. Random forest feature selection, decision tree feature selection, and LASSO feature selection are common embedded methods.

## Data Normalization

There are different types of data normalization. Assume you have a dataset *X*, which has *N* rows(entries) and *D*columns(features). *X[:,i]* represent feature *i*and X[j,:] represent entry *j. We have:*

**Z Normalization(Standardization)**:
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I used to falsely think this method somehow yields a standard Gaussian result. In fact, standardization does **not change** the type of distribution:
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This transformation sets the mean of data to 0 and the standard deviation to 1. In most cases, standardization is used feature-wise

**Min-Max Normalization:**
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Автоматически созданное описание](data:image/png;base64,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)

This method rescales the range of the data to [0,1]. In most cases, standardization is used feature-wise as well

StandardScaling and MinMax Scaling have similar applications and are often more or less interchangeable. However, if the algorithm involves the calculation of distances between points or vectors, the default choice is StandardScaling. But MinMax Scaling is useful for visualization by bringing features within the interval (0, 255).

**Unit Vector Normalization:**
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Автоматически созданное описание](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKcAAAA+CAIAAADBHZwwAAAElklEQVR4Xu2aa3HrMBBGTaEYSqEcAqEYSqEMwqAMSqBFEAIlUAbloPtNvolG2dVu5Eds52rPj4wj2dbjWA/LGlLQH4MMCDogrPdIWO+RsN4jYb1HwnqPhPUeCes9EtYX5nQ6DRdwLKNdDodDvlbGLcp9794htG75RtTb25sMveZ4PIb13fH09MTmCD34C4vlX8f6z88Poj4+PmTENWF9j1Dey8tL+Te3YMd6I2F9p8AxWjwO/v7+oP/z8zNHWdY5ZudnxSGs75Tf31/21UJ5sq2n89Bwc1BP+7GOMqB4yAoeWHRoMrpLOJwL5cm1bg3q4pLtraMHe39/x0OKrOABxy+P5XmdgUf/+fl5lHUrXEdtb/319RWZgPscgmOElD0Vc5mpFmwyd735NKAcjz58o+eDexFr2W132X7mZBa4O3Opy7ks66Ryk6w8XQQ3juuHMyKwypbWOZCLFpZDhiJb6/hYJxUfpA7lGPL4F90esoTmXvaFlvXywnR9mrhkS+soCZcjygkIjhGC8HJO5/tAU0BsWeBp+KmsAB0ThuQF1HK8q1rnO71+wWM17sh6ukxTywLwPVVM430fvMn397eMGImfyn6oWmdrwXQ4h6BCrHf3ja0jZ0PRTPlX+1vHxzqpzEdbh2yMAuJNHdPkclwo2dh6Oo9GnKaWsxjBOj7WSWU+tE54zMUZy3HJXr65oaEz9+iOrHUlywceZxagZVDPlSUjLlipBBMwa5lwGjKcV+Vk3AXHB8XrQUGziPWynfnIKzvjRvnzxLWciQgcH5zKOddmFrEeNGLWMkFjtZYeM44PjAv8NjUfJ5UF4ZP3KMjcN+NdifEY2vh9Cfpl9AXLB/sJ58JRWKkEEzCto3HnV3POLa2O2vLBN73jQp9qrFRKYlxvpF5+8Z7GRYbqV8Jk+7DCp7Hs3TqnYp1rsWXPzE5ef18ilg/2EOI9lYH6I/2uZnOrJTSN+dmTtcwtQfq+VFJNzPIx1DYM0bo+Oay3Mz97V7XMtUPWfrm0kteM0Afo0b3qgxb1wg5n9Xqhas/WnVytg8jA/HpYoDxVHwwUUwH96amdaip3YqZ1Pr5DbSY71FpChmUkTgZE7ATGladK1QdX5UTHgMCWdboq1VTuhF/p/AA9GPvheb72nZr3w7PbczIwvx7uYp2zP2cRdwI6lfvhVzrlWfvhk229kUeynvn6+oJv/Rl+GuLmM0vbiEhoUD089xmk2n74ZFjn3EhPbzWPYT3DJj6c1+MWUb4VfqUndz98Mqyn5v3wD2b9v8GvdMLhXCtPtnU+KDJUaQ7r2+BXenL3wyfDunZpRekzw/oa+JWel6sPtf3wybDOCYoIrBLWt8Gp9PILBfXo5l61ft4O3/RSE9a3war0U8N++GRYLy9M12qF5rC+DdVKb9wPz/OFdb0oSbV80wnru8Cv9Jto66P2w4f1bfAr/SbC+tj98GF9G2ZWa2l9GLMfnmjrAj+2hbBeYWa1Dhf0nM6nXH52MuDHthDWK8yv1rsyP3thvUfCeo+E9R4J6z0S1nskrPdIWO+RsN4jYb1HwnqPhPUeCes98g9HgcqyYknvLgAAAABJRU5ErkJggg==)

Scaling to unit length shrinks/stretches a vector (a row of data can be viewed as a*D*-dimensional vector) to a unit sphere. When used on the entire dataset, the transformed data can be visualized as a bunch of vectors with different directions on the *D*-dimensional unit sphere.

## Why do we need Normalization?

Monotonic feature transformation is critical for some algorithms and has no effect on others. This is one of the reasons for the increased popularity of decision trees and all its derivative algorithms (random forest, gradient boosting). Not everyone can or want to tinker with transformations, and these algorithms are robust to unusual distributions.

There are also purely engineering reasons: np.log is a way of dealing with large numbers that do not fit in np.float64. This is an exception rather than a rule; often it’s driven by the desire to adapt the dataset to the requirements of the algorithm. Parametric methods usually require the data distribution to be at least symmetric and unimodal, which is not always the case.

However, data requirements are imposed not only by parametric methods; [K nearest neighbors](https://medium.com/open-machine-learning-course/open-machine-learning-course-topic-3-classification-decision-trees-and-k-nearest-neighbors-8613c6b6d2cd) will predict complete nonsense if features are not normalized e.g. when one distribution is located in the vicinity of zero and does not go beyond (-1, 1) while the other’s range is on the order of hundreds of thousands.

**a). Standardization improves the numerical stability of your model**

**b). Standardization may speed up the training process**

A corollary to the first ‘theorem’ is that if different features have drastically different ranges, the learning rate is determined by the feature with the largest range. This leads to another advantage of standardization: speeds up the training process.

**Standardization gives ‘equal’ considerations for each feature.**

Standardization is beneficial in many cases. It improves the numerical stability of the model and often reduces training time. However, standardization isn’t always great. It can harm the performance of distance-based clustering algorithms by assuming equal importance of features. If there are inherent importance differences between features, it’s generally not a good idea to do standardization.

## Imbalanced Training Data

We now understand what class imbalance is and why it provides misleading classification accuracy.

**1) Collect More Data**

**2) Try Changing Performance Metric**

Accuracy is not the metric to use when working with an imbalanced dataset. We have seen that it is misleading.

There are metrics that have been designed to tell you a more truthful story when working with imbalanced classes.

I give more advice on selecting different performance measures in my post “[Classification Accuracy is Not Enough: More Performance Measures You Can Use](https://machinelearningmastery.com/classification-accuracy-is-not-enough-more-performance-measures-you-can-use/)“.

In that post I look at an imbalanced dataset that characterizes the recurrence of breast cancer in patients.

From that post, I recommend looking at the following performance measures that can give more insight into the accuracy of the model than traditional classification accuracy:

* **Confusion Matrix**: A breakdown of predictions into a table showing correct predictions (the diagonal) and the types of incorrect predictions made (what classes incorrect predictions were assigned).
* **Precision**: A measure of a classifiers exactness.
* **Recall**: A measure of a classifiers completeness
* **F1 Score (or F-score)**: A weighted average of precision and recall.

I would also advice you to take a look at the following:

* **Kappa (or**[**Cohen’s kappa**](https://en.wikipedia.org/wiki/Cohen%27s_kappa)**)**: Classification accuracy normalized by the imbalance of the classes in the data.
* **ROC Curves**: Like precision and recall, accuracy is divided into sensitivity and specificity and models can be chosen based on the balance thresholds of these values.

You can learn a lot more about using ROC Curves to compare classification accuracy in our post “[Assessing and Comparing Classifier Performance with ROC Curves](https://machinelearningmastery.com/assessing-comparing-classifier-performance-roc-curves-2/)“.

Still not sure? Start with kappa, it will give you a better idea of what is going on than classification accuracy.

**3) Resampling Dataset**

You can change the dataset that you use to build your predictive model to have more balanced data.

This change is called sampling your dataset and there are two main methods that you can use to even-up the classes:

1. You can add copies of instances from the under-represented class called over-sampling (or more formally sampling with replacement), or
2. You can delete instances from the over-represented class, called under-sampling.

These approaches are often very easy to implement and fast to run. They are an excellent starting point.

In fact, I would advise you to always try both approaches on all of your imbalanced datasets, just to see if it gives you a boost in your preferred accuracy measures.

You can learn a little more in the the Wikipedia article titled “[Oversampling and undersampling in data analysis](https://en.wikipedia.org/wiki/Oversampling_and_undersampling_in_data_analysis)“.

**Some Rules of Thumb**

* Consider testing under-sampling when you have an a lot data (tens- or hundreds of thousands of instances or more)
* Consider testing over-sampling when you don’t have a lot of data (tens of thousands of records or less)
* Consider testing random and non-random (e.g. stratified) sampling schemes.
* Consider testing different resampled ratios (e.g. you don’t have to target a 1:1 ratio in a binary classification problem, try other ratios)

**4) Try Generate Synthetic Samples**

A simple way to generate synthetic samples is to randomly sample the attributes from instances in the minority class.

You could sample them empirically within your dataset or you could use a method like Naive Bayes that can sample each attribute independently when run in reverse. You will have more and different data, but the non-linear relationships between the attributes may not be preserved.

There are systematic algorithms that you can use to generate synthetic samples. The most popular of such algorithms is called SMOTE or the Synthetic Minority Over-sampling Technique.

**5) Try Different Algorithms**

As always, I strongly advice you to not use your favorite algorithm on every problem. You should at least be spot-checking a variety of different types of algorithms on a given problem.

**6) Try Penalized Models**

You can use the same algorithms but give them a different perspective on the problem.

Penalized classification imposes an additional cost on the model for making classification mistakes on the minority class during training. These penalties can bias the model to pay more attention to the minority class.

Now for handling class imbalance, you can use weighted Sigmoid Cross-Entropy loss. So you will penalize for wrong prediction based on the number/ratio of positive examples.

## Ways to Deal with the Lack of Data in Machine Learning

* Use simpler model
* Use ensemble methods

In general, the simpler the machine learning algorithm, the better it will learn from small data sets. From an ML perspective, **small** data requires models that have low complexity (or high bias) to avoid overfitting the model to the data. I noticed that the Naive Bayes algorithm is among the simplest classifiers and as a result learns remarkably well from relatively small data sets.

* **Transfer learning**
* **Data Augmentation**
* **Synthetic Data**

## Log-normal distribution

In [probability theory](https://en.wikipedia.org/wiki/Probability_theory), a **log-normal** (or **lognormal**) **distribution** is a continuous [probability distribution](https://en.wikipedia.org/wiki/Probability_distribution) of a [random variable](https://en.wikipedia.org/wiki/Random_variable) whose [logarithm](https://en.wikipedia.org/wiki/Logarithm) is [normally distributed](https://en.wikipedia.org/wiki/Normal_distribution).

If we assume that some data is not normally distributed but is described by the [log-normal distribution](https://en.wikipedia.org/wiki/Log-normal_distribution), it can easily be transformed to a normal distribution. The lognormal distribution is suitable for describing salaries, price of securities, urban population, number of comments on articles on the internet, etc. However, to apply this procedure, the underlying distribution does not necessarily have to be lognormal; you can try to apply this transformation to any distribution with a heavy right tail. Furthermore, one can try to use other similar transformations, formulating their own hypotheses on how to approximate the available distribution to a normal. Examples of such transformations are [Box-Cox transformation](https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.boxcox.html) (logarithm is a special case of the Box-Cox transformation) or [Yeo-Johnson transformation](https://gist.github.com/mesgarpour/f24769cd186e2db853957b10ff6b7a95) (extends the range of applicability to negative numbers). In addition, you can also try adding a constant to the feature — np.log (x + const).

## How to Test for Normality

1. [Q Q plot](https://www.statisticshowto.com/q-q-plots/)compares two different distributions. If the two sets of data came from the same distribution, the points will fall on a 45 degree reference line. To use this type of graph for the assumption of normality, compare your data to data from a distribution with *known*normality.
2. **Boxplot**.  
   Draw a boxplot of your data. If your data comes from a [normal distribution](https://www.statisticshowto.com/probability-and-statistics/normal-distributions/), the box will be [symmetrical](https://www.calculushowto.com/symmetry-of-a-function/) with the [mean](https://www.statisticshowto.com/mean/)and [median](https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/mean-median-mode/#median)in the center. If the data meets the assumption of normality, there should also be few [outliers](https://www.statisticshowto.com/statistics-basics/find-outliers/).
3. **Normal Probability Plot.**  
   The [normal probability plot](https://www.statisticshowto.com/normal-probability-plot/) was designed specifically to test for the assumption of normality. If your data comes from a normal distribution, the points on the graph will form a line.
4. **Histogram.**  
   The popular [histogram](https://www.statisticshowto.com/probability-and-statistics/descriptive-statistics/histogram-make-chart/)can give you a good idea about whether your data meets the assumption. If your data looks like a bell curve: then it’s probably normal.
5. Check Skewness and Kurtosis of the sampled data. Skewness = 0 and kurtosis = 3 are typical for a normal distribution, so the farther away they are from these values, the more non-normal the distribution.

## Statistical Tests for Normality

You’ve got *lots* of options to test for normality. Most of these are included with statistical packages like [SPSS](https://www-01.ibm.com/software/analytics/spss/).

1. [**Chi-square normality test**](https://www.statisticshowto.com/chi-square-test-normality/). You can use a chi square test for normality. The advantage is that it’s relatively easy to use, but it isn’t a very strong test. If you have a small sample (under 20), it may be the *only* test you can use. For larger samples, you’re much better off choosing another option.
2. **D’Agostino-Pearson Test**. This uses skewness and kurtosis to see if your data matches normal data. It requires your sample size to be over 20.
3. **Jarque-Bera Test**. This common test is also relatively straightforward. Like the D’Agostino-Pearson, the basic idea is that it tests the [skew](https://www.statisticshowto.com/probability-and-statistics/descriptive-statistics/skewness/)and [kurtosis](https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/kurtosis-leptokurtic-platykurtic/)of your data to see if it matches what you would expect from a normal distribution. The larger the JB statistic, the more the data deviates from the normal.
4. [**Kolmogorov-Smirnov Goodness of Fit Test**](https://www.statisticshowto.com/kolmogorov-smirnov-test/). This compares your data with a known distribution (i.e. a normal distribution).
5. [**Lilliefors Test**](https://www.statisticshowto.com/lilliefors-test/). The Lilliefors test calculates a test statistic T which you can compare to a [critical value](https://www.statisticshowto.com/probability-and-statistics/find-critical-values/). If the test statistic is bigger than the critical value, it’s a sign that your data isn’t normal. It also computes a [p-value](https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/p-value/) for your distribution, which you compare to a [significance level](https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/what-is-an-alpha-level/).
6. [**Shapiro-Wilk Test**](https://www.statisticshowto.com/shapiro-wilk-test/) This test will tell you if a random sample came from a normal distribution. The test gives you a W value; small values indicate your sample is *not*normally distributed.

## Shapiro-Wilk test

**Shapiro-Wilk test** is a test of normality, it determines whether the given sample comes from the normal distribution or not. Shapiro-Wilk’s test or Shapiro test is a normality test in frequentist statistics. The null hypothesis of Shapiro’s test is that the population is distributed normally.

Suppose a sample, say x1,x2…….xn,  has come from a normally distributed population. Then according to the Shapiro-Wilk’s tests null hypothesis test

W = (sum\_i=1..n(aixi))^2 / (sum\_i=1..n xi – mean(x))^2

![W=\frac{(\sum_{i=1}^n a_ix_{(i)})^2}{(\sum_{i=1}^n x_i - \bar{x})^2}   ](data:image/png;base64,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)

***where,***

* ***x(i)****: it is the ith smallest number in the given sample.*
* ***mean(x)****: ( x1+x2+……+xn) / n i.e the sample mean.*
* ***ai****: coefficient that can be calculated as (a1,a2,….,an) = (mTV-1)/C . Here V is the covariance matrix, m and C are the vector norms that can be calculated as C= || V-1 m || and m = (m1, m2,……, mn ).*

|  |
| --- |
| # import useful library  **import** numpy as np  **from** scipy.stats **import** shapiro  **from** numpy.random **import** randn    # Create data  gfg\_data **=** randn(500)    # conduct the  Shapiro-Wilk Test  shapiro(gfg\_data) |

**Output:**

(0.9977102279663086, 0.7348126769065857)

**Output Interpretation:**

Since in the above example, the p-value is 0.73 which is more than the threshold(0.05) which is the alpha(0.05) then we fail to reject the null hypothesis i.e. we do not have sufficient evidence to say that sample does not come from a normal distribution.

## Ways to Compensate for Missing Values In a Dataset (Data Imputation)

Many real-world datasets may contain missing values for various reasons. They are often encoded as NaNs, blanks or any other placeholders. Training a model with a dataset that has a lot of missing values can drastically impact the machine learning model’s quality. Some algorithms such as *scikit-learn estimators* assume that all values are numerical and have and hold meaningful value.

One way to handle this problem is to get rid of the observations that have missing data. However, you will risk losing data points with valuable information. A better strategy would be to impute the missing values. In other words, we need to infer those missing values from the existing part of the data. There are three main types of missing data:

* Missing completely at random (MCAR)
* Missing at random (MAR)
* Not missing at random (NMAR)

However, in this article, I will focus on 6 popular ways for data imputation for cross-sectional datasets ( Time-series dataset is a different story ).

**1- Do Nothing:**

That’s an easy one. You just let the algorithm handle the missing data. Some algorithms can factor in the missing values and learn the best imputation values for the missing data based on the training loss reduction (ie. XGBoost). Some others have the option to just ignore them (ie. LightGBM — *use\_missing=false*). However, other algorithms will panic and throw an error complaining about the missing values (ie. Scikit learn — LinearRegression). In that case, you will need to handle the missing data and clean it before feeding it to the algorithm.

Let’s see some other ways to impute the missing values before training:

**2- Imputation Using (Mean/Median) Values:**

This works by calculating the mean/median of the non-missing values in a column and then replacing the missing values within each column separately and independently from the others. It can only be used with numeric data.

**Pros:**

* Easy and fast.
* Works well with small numerical datasets.

**Cons**:

* Doesn’t factor the correlations between features. It only works on the column level.
* Will give poor results on encoded categorical features (do NOT use it on categorical features).
* Not very accurate.
* Doesn’t account for the uncertainty in the imputations.

**3- Imputation Using (Most Frequent) or (Zero/Constant) Values:**

**Most Frequent**isanother statistical strategy to impute missing values and YES!! It works with categorical features (strings or numerical representations) by replacing missing data with the most frequent values within each column.

**Pros:**

* Works well with categorical features.

**Cons:**

* It also doesn’t factor the correlations between features.
* It can introduce bias in the data.**Zero or Constant** imputation — as the name suggests — it replaces the missing values with either zero or any constant value you specify

**4- Imputation Using k-NN:**

The *k* nearest neighbours is an algorithm that is used for simple classification. The algorithm uses ‘**feature similarity**’ to predict the values of any new data points. This means that the new point is assigned a value based on how closely it resembles the points in the training set. This can be very useful in making predictions about the missing values by finding the *k’s* closest neighbours to the observation with missing data and then imputing them based on the non-missing values in the neighbourhood. Let’s see some example code using [Impyute](https://impyute.readthedocs.io/en/master/) library which provides a simple and easy way to use KNN for imputation:

**How does it work?**

It creates a basic mean impute then uses the resulting complete list to construct a KDTree. Then, it uses the resulting KDTree to compute nearest neighbours (NN). After it finds the k-NNs, it takes the weighted average of them.

**Pros:**

* Can be much more accurate than the mean, median or most frequent imputation methods (It depends on the dataset).

**Cons:**

* Computationally expensive. KNN works by storing the whole training dataset in memory.
* K-NN is quite sensitive to outliers in the data (**unlike SVM**)

**5- Imputation Using Multivariate Imputation by Chained Equation (MICE)**

This type of imputation works by filling the missing data multiple times. Multiple Imputations (MIs) are much better than a single imputation as it measures the uncertainty of the missing values in a better way. The chained equations approach is also very flexible and can handle different variables of different data types (ie., continuous or binary) as well as complexities such as bounds or survey skip patterns. For more information on the algorithm mechanics, you can refer to the R[esearch Paper](https://www.jstatsoft.org/article/view/v045i03/v45i03.pdf)

**6- Imputation Using Deep Learning (**[**Datawig**](https://github.com/awslabs/datawig)**):**

This method works very well with categorical and non-numerical features. It is a library that learns Machine Learning models using Deep Neural Networks to impute missing values in a dataframe. It also supports both CPU and GPU for training.

Imputation using Datawig

**Pros**:

* Quite accurate compared to other methods.
* It has some functions that can handle categorical data (Feature Encoder).
* It supports CPUs and GPUs.

**Cons:**

* Single Column imputation.
* Can be quite slow with large datasets.
* You have to specify the columns that contain information about the target column that will be imputed.

**Other Imputation Methods:**

**Stochastic regression imputation:**

It is quite similar to regression imputation which tries to predict the missing values by regressing it from other related variables in the same dataset plus some random residual value.

**Extrapolation and Interpolation:**

It tries to estimate values from other observations within the range of a discrete set of known data points.

**Hot-Deck imputation:**

Works by randomly choosing the missing value from a set of related and similar variables.

In conclusion, there is no perfect way to compensate for the missing values in a dataset. Each strategy can perform better for certain datasets and missing data types but may perform much worse on other types of datasets. There are some set rules to decide which strategy to use for particular types of missing values, but beyond that, you should experiment and check which model works best for your dataset.