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Distribution Estimation

Goal: Obtain the Best Distribuধon of λ

Bayesian Context: Simple Bayes model is insufficient, hierarchical
Bayes model required.

Data Consistent Context: Use data to construct observed distribuধon.

Example
Consider an exponenধal decay problem with uncertain decay rate:

u(t) = u0 exp(−λt), u0 = 0.5, t = 2

Simple Bayes
πprior ∼ U [0, 1] , πL (d | λ) ∼ N (Q (λ), σ2)

πpost (λ | d) ∝ πprior (λ) πL (d | λ)

Hierarchical Bayes*

πprior (α, β) ∼ χ2
1 , α, β ∈ Ω := [0, ∞) × [0, ∞)

πprior (λ | α, β) s ∼ Beta (α, β), πL (d | λ) ∼ N (Q (λ), σ2)
πpost (λ | d) ∝

∫
Ω πprior (λ, α, β) πL (d | λ, α, β) dΩ

Data Consistent πup (λ) = πin (λ) πobs (Q (λ))
πpre (Q (λ))

Plots of Concepts and Results

Λ Parameter Space

D Data Space

Takeaways

Non-parametric method with less sampling

Intro to Data Consistent Inversion

Solving Stochasধc Inverse Problems

Data-Consistent Inversion is a novel framework that uses
push-forward and pull-back measures to ensure soluধons are

consistent with the observed distribuধon of data.

The Data Consistent Approach

πup (λ) = πin (λ) πobs (Q (λ))
πpre (Q (λ))

Which Stochastic Inverse Problem?

Do you want to solve for a single parameter value or for a parameter

distribuধon?

Notation

λ ∈ Λ, ξ ∈ Ξ Parameter Space, Noise Space

d ∈ D Observables

Q : Λ → D Quanধty of Interest Map

πprior, πL Prior , Likelihood

πin, πobs, πpre Iniধal, Observed, Predicted (push-forward)

πpost, πup Posterior, Update (pullback)
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Parameter Identification

Goal: Obtain the Best Value of λ

Bayesian Context: Simple Bayes model uses assumed likelihood
funcধon of data given λ.

Data Consistent Context: Uses data to construct a predicted
distribuধon of the average residuals given λ.

Example
Consider an exponenধal decay problem with uncertain decay rate:

u(t) = u0 exp(−λt), u0 = 0.5, t ∈ [0, 3]

Convergence of Data Consistent Approach

How do soluধons change with more data?

λ† and πup for D = 1, 10, 50, 100 for N = 1000

Comparison to Bayes

How do soluধons on condiধonals of Ξ compare?

λ† and πup for one hundred realizaধons of ξ† for D = 1, 10, 50, 100


