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# Motivation and significance

# The Fog computing paradigm [2] was introduced in 2012 with the goal of providing highly-scalable network and computing infrastructures for latency and location-aware (mobile) IoT applications, while augmenting resource-constrained devices with processing/storage resources in their proximity. Several and varied technological alternatives to realize this idea, including cloudlets, mobile edge computing, micro datacenters, nano datacenters and femto clouds, have been introduced [1], which aim at processing data/computations using computing resources located at the edge of the network -accessible through wireless protocols- and optionally using remote resources in the distant Cloud when necessary.

# Since then, there has been a tremendous growth in the amount of resource-rich devices –and hence computational resources- available at the closest edge. According to Statista.com, nearly 84% of the current world’s population owns a smartphone. Modern smartphones contain, on average, more than a dozen sensors, up to eight cores, and powerful GPUs. Likewise, thousands of purpose-specific sensing devices such as surveillance cameras, smoke detectors, noise detectors, and so on are being deployed across buildings and cities around the globe. This reality has led to another paradigm shift by which relying on not-so-close fog servers to support IoT applications consuming and processing the streams of data from such devices might not suffice, whereas massively exploiting hardware at the closer edge is the solution. This is particularly true considering that today’s IoT applications are becoming more commonplace, sophisticated and intelligent, and therefore the timely and efficient execution of increasingly complex tasks and the context-aware processing of much larger amounts of data in urban scenarios is needed, which is difficult for centralized clouds and challenging even for fog infrastructures.

To this end, Dew computing proposes to establish clusters of mobile devices at the very edge [3], as a form of “ubiquitous and opportunistic computing” within data sensing contexts. The goal is to exploit in principle the smartphones around us daily to support these applications, specially in public places -public transport, classrooms, coffee shops, and so on- where many nearby devices are present, and hence a cost-effective and performance efficient platform for intelligent IoT applications emerges provided computational resources are managed wisely. Therefore, platforms and tools to study the individual/collective capabilities and limitations of smartphones for intelligent data stream processing are needed.

This paper presents a software framework aimed at supporting experimentation with a specific but broad family of such applications, i.e. those using deep learning over image data streams. The framework allows users -in-lab Dew researchers- to specify automatic, repeatable batch benchmark plans, while indicating specific smartphone-ready deep learning models and task scheduling algorithms for the cluster. Even when we have already proposed a Dew simulation software [3], our framework represents the first step towards “in vivo” benchmarking of mobile devices for such applications, pretty much like commercial platforms such as BrowserStack [4] and LambdaTest [5] allow users to create in-Cloud device farms with the goal of test automation of web and mobile applications. The scientific value of this experimentation platform is threefold, namely to allow researchers to a) to realistically characterize and compare smartphone hardware capabilities when it comes to executing deep learning codes over arbritrary data streams using multi-core CPUs and GPUs, b) to experiment with different cluster settings and task scheduling logics, and c) to gather smartphone profile data that might be in turn employed to feed back existing Dew simulators, thus creating a virtuous circle in deriving task schedulers [9]. As we support arbritrary streams and tensorflow models, in practice, derived knowledge using our platform might impact many disciplines where Dew computing is the killer computing paradigm, such as the ones illustrated later in the paper, i.e. Smart cities and Agriculture 4.0.

# Software description

# Software architecture

From an architectural standpoint, the platform is a client-server software system, complemented (optionally) with a hardware device called Motrol (see Figure 1). Clients are on one hand the mobile devices being exercised, for which we provide a native Android application called *Normapp*. This application has been tested with devices running Android 6 onwards. The server, called *emanager\_server*, runs on a conventional Linux-powered machine. It is implemented in Python 3.7+ as an HTTP-powered backend. The server implements logging and graceful shutdown using the *logging* and *signal* modules of Python. Finally, another client is a module named *scnrunner*, which is also written in Python 3.7+. This is the module in charge of generating data streams, and submitting deep learning-based benchmark plans on them to the server and hence indirectly exploiting the attached mobile devices.

The server works by assuming an energy managing device -Motrol- is plugged to the PC and to the power grid, to which in turn mobile devices are plugged. The energy device should be either recognized and/or operated as a /dev/ttyUSB or a /dev/ttyACM Linux device, for which Python-based drivers are provided. Currently, we support an USB-interfaced Arduino device called Motrol 1.0 [6], and a WiFi-enabled Arduino device called Motrol 1.5 (see Figure 1 – right side). A more complex prototype based on the Raspberry Pi 4 Model B, called Motrol 2.0 [7], is under development but it is still not considered in this submission. For example, this model will support USB-charging in addition to AC-charging, a feature missing in Motrol 1.0 and Motrol 1.5.

Internally, Motrol 1.0 and Motrol 1.5 use electromechanical relays and provide low-level operations to control energy supply for attached mobile devices. We also provide a mock energy driver to operate the whole platform without Motrol, which prompts the user to manually plug/unplug a specific smartphone[[1]](#footnote-2) from the power grid during benchmark execution as needed. Naturally, this plug/unplug behavior, when using Motrol, remains automatic.

In terms of software design, the server exposes to clients several Rest APIs, which are listed in Table 1. Please refer to the project documentation for detailed API specifications in the popular Swagger format [8].

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Rest API** | **Purpose** | **HTTP verb** | **Functionality** | **Invoked by** |
| EnergySwitchService | Querying and switching smartphone energy state | GET | Returns energy state (ac\_charging, usb\_charging, discharging) given a slot number. | Normapp |
| PUT | Switches a slot number to a given energy state |  |
| DeviceService | Registering and coordinating smartphones and e\_manager\_server in order to execute jobs | GET | Asks for jobs to execute | Normapp |
| PUT | Updates smartphone info (battery level and RSSI) |  |
| POST | Submits finished job results |  |
| JobService | Managing incoming jobs | PUT | Blanks (reset) a given device job queue | scnrunner |
| POST | Submits jobs for execution in smartphones |  |
| InfoService | Querying information about attached smartphones | GET | Returns current battery level and RSSI, IP, slot number, connection state (see next Service), and pending jobs of attached smartphones | scnrunner |
| MobilityService | Logically connecting/disconnecting smartphones | PUT | Changes the connection state of a smartphone. *Disconnected* means the smartphone is still attached to the server/energy device, but it is not considered for executing incoming jobs (default is *connected*) | scnrunner |

Table 1 – Rest APIs exposed by emanager\_server

# Software functionalities

To explain the functionality of the platform, let us step into how the user operates the platform. Once installed in a PC, the first step is to start the server, by optionally indicating the total number of mobile devices to be employed in the benchmark session. By default, this parameter is the maximum number of smartphones (connecting *slots*) supported by the configured energy device (please see *src/emanager\_server/serverConfig.json*).

The server will then initialize each device involved in the session, by asking the user to plug, one by one, each device via USB to the PC. This allows the server to gain root access to the device to a) pushing essential configuration such as server IP address and port, and mostly b) copy and run shell scripts directly on the device that are needed for benchmarks to correctly operate, and c) remotely install (or update) and run our Android application on the device. It is worth noting that tasks a) and b) are performed via the ADB (Android Debug Bridge) [X] tool of the Android SDK, which allows a PC to remotely send commands to a daemon which runs on a mobile device. On the other hand, task c) is done by using ADB in conjunction with Monkey [X], a program that emulate streams of mobile user events such as clicks, touches, or gestures, as well as a number of system-level events. Via Monkey, we launch and (if configured to do so in *serverConfig.json*) start the application automatically.

Once Normapp is installed and launched in the participating smartphones, the user unplugs each mobile device from the PC and plugs it using its original charger to the configured energy supply hardware -Motrol 1.0 or Motrol 1.5- or to wall sockets -Mock-. Normapp will periodically poll[[2]](#footnote-3) the server via the *DeviceService* Rest API for jobs to execute, execute individual jobs, and submit the results back to the server. Job creation and result summarization is responsibility of the scnrunner module, the second major subproject of the platform, which is illustrated in the following Section.

# Sample code snippets analysis (optional).

# Illustrative examples

Aca para mi hay que hacer enfasis en scnrunner … por ejemplo, meter un archivo de configuracion de ciertos parametros, y ver lo que da como salida el tool

*Provide at least one illustrative example to demonstrate the major functions of your software/code.**OPTIONAL:* *You may submit an explanatory video or screencast*. *Only one MP4 formatted video (max. size 150MB) is possible per article and this should be uploaded as a single supplementary file with your submission. Recommended video dimensions are 640 x 480 at a maximum of 30 frames / second.*

1. **Impact**

*This is the main section of the article and reviewers will weight it appropriately.*

*Please indicate:*

# *Any new research questions that can be pursued as a result of your software.*

# *In what way, and to what extent, your software improves the pursuit of existing research questions.*

# *Any ways in which your software has changed the daily practice of its users.*

# *How widespread the use of the software is within and outside the intended user group (downloads, number of users if your software is a service, citable publications, etc).*

# *How the software is being used in commercial settings and/or how it has led to the creation of spin-off companies.*

*Please note that points 1 and 2 are best demonstrated by references to citable publications.*

# Conclusions
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1. Under this operation mode, smartphones are connected directly to the power grid [↑](#footnote-ref-2)
2. A more efficient, push-notification like webhook for Normapp will be developed in the future [↑](#footnote-ref-3)