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INTRODUCTION

Mobile phones, healthcare devices, bank transactions, and self-driving cars are just a few examples of modern distributed networks that generate vast amounts of data. Because of machine’s rising computational capacity, as well as concerns about transferring private information, it is becoming more appealing to store data locally in order to avoid data breaches.

That’s why Google introduced in 2016 the term of *Federated Learning* which allows machine learning models to gain experience from many datasets located at separate locations without exchanging training data. This enables personal data to stay on local devices, lowering data leak risk.

In this work, we studied federated scenarios, its architecture and the main challenges involved. Then moved on the implementation of our own baseline, trying to find the best parameters configuration for our model and understand the issues occurred over different local data distributions. Finally, recognized the effect of normalization layers and pushed some proposed variations to improve our model.

For all those previous incremental steps, we compared our results in both centralized and decentralized (federated) manner.

RELATED WORKS

As the first Federated Learning papers were published by Google, we firstly studied these two following articles [1] [2] that provides us an introduction about the standard FederatedAveraging (FedAvg) algorithm use on our project.

Moreover, we read the first application paper on Android keyboard [7] to see how it works on concrete situation. It provides experiments on federated scenarios using FedAvg algorithm for next word predictions.

Then, to get more advanced knowledge on the Federated Learning current state and challenges, we studied these following surveys:

* Federated Learning: Challenges, Methods, and Future Directions [4] where it describes the core challenges which are expensive communication, system heterogeneity, statistical heterogeneity and privacy concerns.
* Advances and Open Problems in Federated Learning [5] that shows current improvements for federated learning models and protections against data privacy attacks.
* To learn more about federated learning in mobile edge computing, Federated Learning in Mobile Edge Networks: A Comprehensive Survey [6] provides current details.

Finally, we focus our study on the Federated Visual Classification with Real-World Data Distribution article proposed by Hsu TM.H. et al [3] because they show several possible divisions of our studied dataset. That allowed us to understand how the data distribution influence the model.
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