**Week 9 – CPaT Stats: The R Project for Statistical Computing**

Name: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Name: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Name: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

PLEASE READ THE DIRECTIONS TO THIS LAB CAREFULLY!

Help Sessions prior to when this lab (and the final) are due:

1. Kara Karboski, who has been working with us during the Tuesday lab sessions will run a special 2 hour help session this Friday (week 9). Think about what time you would most like that to be. I suggest 1-3 or 3-5.
2. Robyn Andruszyn will conduct her regular help session on Monday (Week 10), in Lib 2617, 3-5pm

For information about R (and how to download it), see <http://www.r-project.org/>. R is installed in the Computer Center, but you might want a copy on your own computer. For more information you might also want to check out R Commander (<http://socserv.mcmaster.ca/jfox/Misc/Rcmdr/>) and <http://staff.washington.edu/tlumley/b514/R-fundamentals.pdf>

Note: you have the choice of using either the R command line interface or R Studio for this lab. R Studio has a command line window (Console), as well as 3 other useful windows, e.g., one with all data variables.

**You can choose to complete Part I or Part II of this lab.**

The lab report this week (for Part I) will consist of answering questions about your experience in using R – to be answered after you have completed the lab activities. These questions will be sent to you via email (as well as posted on the fileshare today by noon).

The lab report (for Part II) will consist of answering the questions embedded in the lab text. Please answer questions deleting all extraneous text; with just the question and answer.

Bring hardcopy of the lab report to next week’s lab – put it in your Statistics Portfolio.

Also, please upload any files you created for this lab:

Workspace/\_StatsLabReports/week\_9-R /

Wk7\_stats\_data\_cushingSkomraWeiss.???

where you insert your last names in place of “cushingSkomraWeiss”

**Part I. R Command Line Interface.**

Complete the R Tutorial[[1]](#footnote-1) at <http://www.cyclismo.org/tutorial/R/> . You might find it easier to use R Studio (rather than the “raw” command line interface).

Try to finish 1-10, and one of the two Case Studies. This will provide an excellent review of many of the concepts we covered this quarter, as well as an overview of R: inputting data to R, R data types, basic operations on data, basic probability, basic plots, basic linear least squares regression, confidence intervals, p-values, calculating the power of a test, working with tables and proportions.

Case Study I, taken from a statistics textbook (Moore & McCabe), is relatively simple, and looks at emissions of three pollutants from 46 different engines, in particular carbon monoxide data. You will transform the data so they are closer to being normally distributed, find the confidence interval for the mean and perform a significance test to evaluate whether or not the data are “close enough” to a fixed standard.

Case Study II is more complicated, and explores how to use R to confirm the results from a study reported in [Trends in Serum Lipids and Lipoproteins of Adults, 1960-2002](http://jama.ama-assn.org/content/vol294/issue14/index.dtl) , a paper from the Journal of the American Medical Association (JAMA). The paper examined trends of several studies of cholesterol levels of Americans conducted in 1960-1962, 1988-1994, 1976-1980, 1988-1994, and 1999-2002. Studies prior to 1999 indicated that overall cholesterol levels were declining. The authors of this paper focused on the changes between the two latest studies, 1988-1994 and 1999-2002 and concluded that for certain populations cholesterol levels decreased over this time. They speculated that “*the increase in the proportion of adults using lipid-lowering medication, particularly in older age groups, likely contributed to the decreases in total and LDL cholesterol levels observed.*” You will confirm the p-values given in the paperandthen calculate the power of the test to detect a prescribed difference in cholesterol levels.

**Part II. RStudio.**

For this part of the lab, you will use the R Studio interface to R to redo most of the first lab of the quarter. It should help you review the basics of probability theory and descriptive statistics.

# *R*eCap of Statistics Lab 1 - Probability and Descriptive Analysis

The purpose of this assignment is to review the basics of probability theory and descriptive statistics. You don't need to memorize this material, but the concept of probability is central to the study of statistics and you should be aware of the fundamentals.

The code shown in this lab is for the R statistical programming language. Although the function names may differ between the statistical packages you have been using (Excel and JMP), the concepts are the same.

# Probability

Probability is the formal study of the laws of chance. The laws of probability are used widely in statistics, but for most of human history the focus on probability theory came out of an interest in gambling.

## The gambler Chevalier DeMere

Games of chance were very popular during the middle ages, and a Renaissance period gambler named Chevalier DeMere was trying to figure out his odds with dice. Specifically, he wondered which was likelier, the odds of rolling at least one six in four throws of a single die or the odds of rolling at least one double six in 24 throws of a pair of dice? He reasoned that likelihood of both rolls was the same (see below), but empirical results did not conform to his expectations. So, he approached the mathematician Blaise Pascal with the question of why.

Pascal reasoned:

* Chance of one six =
* Chance of at least one six in four rolls = = (*wrong*)
* Chance of one double six in one roll =
* Chance of at least one double six in 24 rolls = = (*wrong*)

## 

## The sample space and elementary outcomes

The mathematician Blaise Pascal defined the following:

* A **random experiment** is the process of observing the outcome of a chance event.
* Individual chance events are referred to as a **trials**.
* The **elementary outcomes** are all the possible results of the random experiment.
* The **sample space** is the set of collection of all elementary outcomes.

If a *random experiemnt* consists of flipping a coin many times, the *elementary outcomes* would be our observations from the *sample space* of {heads, tails}. The sample space for a single dice is a little larger: {1, 2, 3, 4, 5, 6}, and the sample space for two die is a larger still: {1, 2, 3, ..., 36}

In a *random experiment* involving elementary outcomes that are equally likely, the probability of each outcome is the same and can be determined as 1/'sample space'. We don't always deal with equally likely outcomes, however. For example, if you had a loaded dice that was weighted to come of up one 25% of the time but all other rolls were equally likely, the probabilities would be: P(1) = 0.25 and P(2 or 3 or 4 or 5 or 6) = 0.75 so that P(2) = 0.75/5 = 0.15 (sincethe sum of the probabilities over the sample space always equals one.

## The binomial distribution

The binomial distribution is a discrete probability distribution that describes the outcomes of n independent trials in a random experiment in which there are only two possible *elementary outcomes* (i.e., sample space = 2). If the probability of a successful trial is p, then the probability of having k successful trials in an experiment of n independent trials is calculated as:

The notation is read n choose x and it defines the all the possible **combinations** of trials that would meet the criteria. For example, if I wanted to write all the possible outcomes of getting one head in three flips, I could start by putting the heads in any one of the n trials (e.g, {h}{t}{t}) but on the second round I'd have n-1 into which I could place the head (e.g., {X}{ }{ }); and on the third round there would be n-2 paces to put it (sounds like a factorial). In fact, we can calculate all the combinations of n choose k using what is known as the *binomial coefficient*:

Let’s use the binomial distribution to calculate the probability of getting four heads in six tosses of a fair coin. Start by putting what we know into the equation:

Now, let's do the math using R.

Start *RStudio* on your computer; you will see a console,

factorial(6)/(factorial(4) \* factorial(6 - 4)) \* (0.5^4) \* (1 - 0.5)^(6 - 4)

## [1] 0.2344

Q1: Interpret this result (i.e., what does it mean?):

Above, you used the bionomial distribution (as defined above using factorials to calculate the probability of getting 4 heads in 6 tosses, give a “fair coin”. In other words, you have calculated the probability of 4 specific events out of 6 trials, where probability of success is .5.

In R, we can write a function to do this calculation given three inputs:   
1) events – x , 2) trials – n, and 3) probability of success – p.

my.p.binom <- function(x, n, p) factorial(n)/(factorial(x) \* factorial(n - x)) \* (p^x) \* (1 - p)^(n - x)

Once you have taught R to do this calculation, you can type “my.p.binom”, R to get the definition of your new R function.

my.p.binom(4, 6, 0.5)

## [1] 0.2344

Luckily for us, statistical programming languages (and even Excel functions) have already been written for this type of calculation.

If in R you type *?dbinom*, you will see the help page for the binomial distribution function. The help page says that *dbinom* gives the probability density, while binomial gives the distribution function, binomial gives the quantile function and rbinom generates random deviates (we'll discuss the later three later).

Let's calculate the probability of getting four heads out of six flips of the fair coin using dbinom.

dbinom(4, 6, 0.5)

## [1] 0.2344

Another nice thing about an object-oriented statistical programming language like R or S[[2]](#footnote-2), is that it lets you combine functions. Let's create a histogram that describes the frequency of every possible outcome (i.e., heads = 0, 1, 2, 3, ..., 20) out of 20 flips).

In R, the primary data type is a vector. We can create a vector containing all the numbers from 0 to 20 by typing 0:20. We can then use this vector as input to the dbinom function. Let's try it.

outcomes <- 0:20 #create a vector of possible trialstrials <- 20 #Define the number of trials (i.e., 20)p.success <- 0.5 # Define the probability of success (head)results <- dbinom(outcomes, trials, p.success) #Record the resultsresults # List the probabilities

## [1] 9.537e-07 1.907e-05 1.812e-04 1.087e-03 4.621e-03 1.479e-02 3.696e-02## [8] 7.393e-02 1.201e-01 1.602e-01 1.762e-01 1.602e-01 1.201e-01 7.393e-02## [15] 3.696e-02 1.479e-02 4.621e-03 1.087e-03 1.812e-04 1.907e-05 9.537e-07

Let's try plotting the results using the standard plot command (see results on the next page).

plot(results, xlab = "Number of heads", ylab = "Probability")![](data:image/png;base64,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)

Standard R plot of the probability density.

Notice that it is unlikely that you'll get 0 or 20 heads in 20 flips, and that the most probable outcome would be 10. An important note about probability densities is that they must sum to one. Let's see if ours does.

sum(results) #should equal one.

## [1] 1

Just for kicks, let's try plotting the data using a barplot (see results on the next page).

barplot(dbinom(0:20, 20, 0.5), xlab = "Number of heads", ylab = "Probability", names.arg = c(0:20), cex.names = 0.8)

![](data:image/png;base64,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)

Boxplot of the probability density.

*Note: One problem with command line languages is that you need to know the commands. The first part of the barplot might be self-explanatory, but the second part might not be. The parameter in the function call* names.arg = c(0:20) *gives the name for each of the bars and the parameter* cex.names = 0.8 *makes the bars 80% of their normal size so they all fit.*

## Basic probability operations

In math symbology (actually set theory – see the text), the logical constraint OR is written as and the logical constraint AND as .

### OR (addition)

If we want to know the probability of A OR B, we use the following formula:

This reads: “the probability of (A OR B) occurring is the sum of the probability of A and the probability of B minus the probability of (A and B). For mutually exclusive outcomes (i.e., the probability of two die simultaneously adding up to 3 AND 6) this formula reduces to:

where p is the individual probabilities of A and B.

If you have two die, what is the probability of either the white or black dice showing a 1? Based on the probability rule above, the probability of **either** showing 1 is:

# P(white 1)=6/36, P(black 1)=6/36, P(black and white are 1)=1/36

6/36 + 6/36 + 1/36

## [1] 0.3611

### 

### AND (multiplication)

If we want to know the probability of A AND B occurring, we use:

We'll get to below, but there is a special version of this function when A and B are independent (i.e., B doesn't depend on A), and that is:

What is the probability of rolling snake-eyes. The probability of a one is 1/6 and each roll is independent of the next roll, so the odds of rolling two ones is:

(1/6) \* (1/6)

## [1] 0.02778

### 

### NOT (subtraction)

Since we know that probabilities must range from 0 to 1, we know that:

What is the probability of getting just one six in four rolls of a single dice. This is one where it is helpful to work with the negative. We know that if the probability of getting a single six in one roll of the dice is 1/6, so the probability of NOT getting a six in one roll is:

1 - 1/6

## [1] 0.8333

### 

### Back to DeMures original problem

**What is the probaiblity of getting at least one six in four rolls?**

The 'at least' suggests that we should start with the the probability of not getting a six.

P(NOT\_6) AND P(NOT\_6) AND P(NOT\_6) AND P(NOT\_6) = 5/6^4 based on the AND rule and multiplication, so...

1 - (5/6)^4 #Probability of getting at least one six in four rolls

## [1] 0.5177

**What is the probabilty of getting at least one double six in 24 throws?**

Again, the ‘at least’ suggests that we should focus on the negative (likelihood of not getting a double six in 24 rolls).

1 - (35/36)^24 #Probability of getting at least one double dix in 24 rolls

## [1] 0.4914

### 

### Conditional probability

Above we demonstrated the case where we were interested in the probability of two independent events (A AND B) occurring, but many times we're interested in dependent events. For example, it is one thing to calculate the odds of drawing $\heartsuit 10$ from a standard deck of cards () or but the odds of drawing a flush in a game of poker is clearly not

In the cases where one event affects the probability of the next, we need to calculate conditional probabilities:

For example, the probability of the two die adding to three is zero if you roll a six with the first dice. What if you roll a one with the first dice?

If you roll a one with the first dice, the second dice must be two in order to add to three.

We'll discuss conditional probability in more detail later (e.g, Bayes’ theorem)

The key concepts in this lesson are that probability theory describes the expected outcomes from a large set of random trials, and we can use this theory to determine the likelihood of observing the data we observe given some hypothesis (e.g., we're flipping a fair coin). We'll discuss this in greater detail later as well.

## 

## Exercises (answers included)

Your turn.

Construct the appropriate command in R (using either equations [+,-, etc.] or functions [dbinom, etc.]), paste your command and results to each question

#### Can you use dbinom command in R to calculate the probability of getting 1 head in one flip of a fair coin?

dbinom(1, 1, 0.5) #R function for binomial distribution

## [1] 0.5

*The answer should be obvious, but it should make you feel better about the function you are using.*

*Q: Interpret the result; to do this you will have to say explicitly what you gave the function dbinom as parameters:*

#### 

#### If you had a biased coin that was weighted to come up heads 30% of the time, what would be the probability of getting 4 heads in 6 tosses?

dbinom(4, 6, 0.3)

## [1] 0.05954

#### *Q: Interpret the result; to do this you will have to say explicitly what you gave the function dbinom as parameters:*

#### If you gave a lady two cups of tea, what are the odds of hear picking the English tea 9 out of 10 times by random chance alone?

*Hint, assume that she has a 50:50 chance of picking either cup (P(English)=0.5)*

dbinom(9, 10, 0.5)

## [1] 0.009766

#### *Q: Interpret the result; to do this you will have to say explicitly what you gave the function dbinom as parameters:*

#### If a pitcher plant on average captures 1 fly out out every 10 that lands, what are the odds of you observing it catch 6 flies in a row?

*Note... 6 in a row is out of 6?*

dbinom(6, 6, 0.1)

## [1] 1e-06

#### *Q: Interpret the result; to do this you will have to say explicitly what you gave the function dbinom as parameters:*

#### If you roll a single dice one time, what are the odds that you'll get an even number?

*show your work*

1/6 + 1/6 + 1/6

## [1] 0.5

#### *Q: Interpret the result; to do this you will have to say explicitly what you gave the function dbinom as parameters:*

#### If you roll a single dice 3 times, what is the probability of getting 1 or a 2 on one of the rolls?

*Remember the rules about compounding probabilities. If you can determine the probability getting a 1 in 3 rolls and the probability of getting a 2 in three rolls, you can sum those proabilities to get the probability of getting a 1 OR 2 in three rolls.*

r sum(dbinom(1:2, 3, 1/6))

## [1] 0.4167

*Q: Interpret the result; to do this you will have to say explicitly what you gave the function dbinom as parameters:*

# Descriptive Analysis

After data are collected, they are typically analyzed in some way. Analyzing data helps us make sense of it and can be used to help us convey information to others.

For example, if I went into the Evergreen forest and laid out 100 20x20m plots and I counted the number of unique plant species, I might come back some counts that looked like this.

set.seed(50)

tree.count <- rpois(100, 10)

tree.count

Q: In your own words, say what the commands above do.

## [1] 11 7 4 4 8 5 13 5 7 8 10 8 8 9 7 11 9 13 5 15 11 18 11## [24] 8 11 10 10 7 16 15 16 12 8 12 11 15 2 2 8 15 10 7 7 12 5 8## [47] 9 6 4 11 9 7 12 6 17 8 13 12 8 9 16 12 9 8 6 10 6 9 10## [70] 9 7 13 10 6 8 10 13 6 4 5 6 6 6 9 9 7 6 7 8 10 9 6## [93] 9 5 8 10 19 16 8 13

If I asked you to tell me something about the number of unique plant species in 20x20m plots in the Evergreen forest, what would you say? Is there anything that stands out to you in this data?

How about if we plot it in a frequency histogram (the higher the bar, the more frequently the count was observed)?

hist(tree.count)
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plot of chunk histogram

Let's see the frequencies of the tree counts.

table(tree.count) #computes frequencies

## tree.count## 2 4 5 6 7 8 9 10 11 12 13 15 16 17 18 19 ## 2 4 6 11 10 15 12 10 7 6 6 4 4 1 1 1

The numbers on the top row are the individual observation and the bottom is the number of times it was observed (e.g., a count of 6 trees was observed in 11 of the plots).

If I asked you to describe the data, what would you say. How about if I asked for a single number that described the data? Would you choose 8 because it was the most common, or 9 because it appeared to be near the center of mass of the treatments? How about some description of the spread of the data?

Statisticians have been asking themselves these questions for a long time and they have come up with common metrics to help describe data. The metrics can be categorized as measures of central tendency and measures of spread. If you need a review of those metrics, see below; otherwise feel free to skip to “Examples”:

### Measures of Central Tendency

The central tendency provides information on how the values of the data cluster around some single middle value. There are three measures of central tendency that are used in the analysis of data:

* **Mode**: the most frequently observed value of the data - the number that occurs most often. If there is a tie between two equally frequent numbers, the data set is considered bi-modal and both numbers are reported.
* **Median**: the middle value when the data set is ordered in sequential rank (i.e. highest to lowest, or lowest to highest). If there is an even number of values, take the average of the two middle values.
* **Mean**: average value. The mean is the most commonly used measure of central tendency. It is estimated using the sum of all the individual values (y\_i) divided by the total number of individuals in the sample (n):

Interesting note: You will learn later in the term that we're often trying to minimize the sum of the squared errors (i.e., ). As it turns out that the **mean** is the value of that minimizes the squared errors and the **median** is the value of that minimizes the sum of the absolute errors (i.e,. ).

### Measures of spread or dispersion:

Another set of descriptive statistics describes how spread-out the data are.

* **Range** represents the total spread of the data (i.e., |max - min|).
* **Variance** is calculated as the sum of the differences (or deviations) between each individual value and the mean value (remember, the mean is the value that minimizes the squared deviations). The true population variance (2) is, of course, unobtainable, so we'll have to settle for an estimate, the sample variance ().
* **Standard Deviation (SD)** is defined as the square root of the variance ()
* **Standard Error (SE)** is the standard deviation divided by the square root of the sample size (). It is especially important since it is probably the most commonly used estimate of variance around means for figures in scientific papers in biology. Why? One convenience of the SE is that the 95% CI (confidence interval) often (though sometimes not, depending on sample size) = 1.96 times the standard error (SE).\*
* **Coefficient of variation (CV)**. Measures the variability of values in a sample relative to the magnitude of the sample mean (). The coefficient of variation gives an index of population variability that is comparable across measurements and populations, and is often converted to a percent (%) by multiplying this value by 100. A CV of 10% implies that the standard deviation of measurements in the sample is about +/-10% of the sample mean.

## Examples

Given the following numbers representing a set of tree diameter measurements (3, 3, 4, 5, 6, 6, 6, 6, 7, 8, 10), what is the mode, median, mean, sample variance, standard deviation, and standard error.

*Note, this example is calculated in R. With R and Excel, you need to type in function names while JMP is menu driven.*

Enter the data into R.

tree.data <- c(3, 3, 4, 5, 6, 6, 6, 6, 7, 8, 10)

Determine the **mode**. The mode is the most frequent number so lets see what that is.

table(tree.data) #show frequencies

## tree.data## 3 4 5 6 7 8 10 ## 2 1 1 4 1 1 1

Note: mode() is a R function, but it does not calculate the mode. What does it do?

Six is the most frequent number (it occurs 4 times) in the vector and is therefore the mode.

Let's determine the **median**. This is done by sorting the values and finding the 'middle' one which can be tedious, but in this case there are 11 values and they are already sorted so we know that the median is the 6th value from the left (i.e., 6). Luckily, there are functions in R and Excel for doing this and they are both named *median*.

median(tree.data)

## [1] 6

Let's calculate the **mean**

(3 + 3 + 4 + 5 + 6 + 6 + 6 + 6 + 7 + 8 + 10)/11 #by hand

## [1] 5.818

sum(tree.data)/length(tree.data) #Length gives the count of elements in R; in n Excel, use the 'count function).'

## [1] 5.818

mean(tree.data) #In Excel, you use the 'average' function.

## [1] 5.818

How about the **range**?

abs(max(tree.data) - min(tree.data)) #range

## [1] 7

The **variance** is a bit harder because it depends on the mean. We can calculate the deviations first (), we square those, sum the squares, and then divide by n-1.

sum((tree.data - mean(tree.data))^2)/(length(tree.data) - 1) #More or less by hand

## [1] 4.364

var(tree.data) #In Excel, we'd use the 'var.s' function

## [1] 4.364

Once you have the variance, the **standard deviation** is easy.

sqrt(var(tree.data)) #More or less by hand

## [1] 2.089

sd(tree.data) #In Excel, we'd use the 'stdev.s' function.

## [1] 2.089

There is no function in R or Excel for calculating the **standard error**, but we can quickly create one.

std.error <- function(x) sd(x)/sqrt(length(x))std.error(tree.data)

## [1] 0.6298

If you know the standard deviation and mean, the **coefficient of variation** is easy.

sd(tree.data)/abs(mean(tree.data)) \* 100

## [1] 35.9

### Quantiles

Other common measures of dispersion include quantiles (e.g., 25%, 50%, 75%, etc.) and 95% confidence intervals.

* **Quantiles** generally represent breakpoints in the data (sort of like the median). The 0% quantile is the lowest value and the 100% quantile is the maximum. The 25% quantile is the breakpoint between the lowest 25% of the data and the rest; the 50% quantile is the median, and the 75% quantile is the breakpoint at which 75% of the data is less than this value. If the number of data values is odd, then the median value (or 2nd quartile) is the value found at (#values + 1)/2. Similarly, other quantile boundaries are rounded up when there is an issue with fractions.

quantile(tree.data)

## 0% 25% 50% 75% 100% ## 3.0 4.5 6.0 6.5 10.0

## Exercises

Going back to the 1kcs data, let’s say we want to characterize height and DBH for seven stands (of different ages) by species.

Please do the following:

#### Problem

To look at your data, you might want to sort the data by site (in Excel (use Data > Sort > by site); add a level and also sort by species, add a level and also sort by height. What are the populations of interest in this data set?

Since you are interested in the sites as age classes, you might want to add age as a column to the worksheet (or recode “site” to have age prepended). You can do this in Excel using find/replace, or probably once you get the dataset into R. To find ages of each site, look at the second worksheet in the Excel file.

#### Problem 2

Import the data into R. To do this, you will first need to create a .csv file. Then, you can either use read.csv() (see below for an example) or use the Tools->Import Dataset->from Text File (from the R Studio menu).

tkcs <- read.csv(file="wk6\_stats\_lab\_data.csv",head=TRUE,sep=",")

(note I did not use “1kcs”, since variable names in R cannot begin with a number. If you use Import Dataset from the R studio menu, you will probably want to copy your dataset to some variable name that is easy to type, like tkcs, e.g.,

tkcs = wk9\_stats\_lab\_data\_key

Try summary(tkcs) to see if your data was properly imported into R.

names(tkcs) #tells you what columns are contained in the variable tkcs

To refer to one of the columns in your dataset, you can use, for example, tkcs$Height

For each site (and species) (some equations may require you to type them by hand - you will learn more that way, too!), please calculate the range, mode, median, mean, standard deviation, and standard error for Height or DBH.

You will need to figure out how to do this in R; for help, try <http://stackoverflow.com/questions/5052621/how-do-i-filter-a-data-frame-in-r-by-categorical-variable> It hopefully answers the question: Given a data.frame in R with two columns, one numeric and one categorical, how do I extract a portion of the data.frame for usage?

It’s easy to do this with one categorical variable

Try by(tkcs, tkcs$Species\_ID, summary)

It’s harder to do when you want to get statistics by two categorical variables as we do (Site\_ID and Species\_ID). Worst case, you can always load 8 separate CSV files (one for each site) into R…. and then run, e.g., by(sitePL, sitePL$Species\_ID, summary)

A good prize to anyone who figures this out, and contacts me (so I can tell everyone else)!

Q: Please describe what you did to find out how to solve this problem, what your solution was (if any – even if you used a workaround).

#### Problem 3

Create a nice looking table, with your results (you might want to use Excel to do that, but see what you can do in R), and paste into Word):

#### Problem 4

Since the 50% quantile is the median, calculate the 25% quantiles (aka quartiles) to show the spread around the median for height or DBH for one of the species for all sites; use R.

#### Problem 5

Calculate the CV for each site.

#### Problem 6

Based on your summary statistics of central tendency and spread, which site has the tallest trees?

#### Problem 7

Which site is most variable when it comes to height?

#### Problem 8

Try creating a bar graph of heightfor 2 or 3 of the sites you find most interesting - graph Mean Height ± 1 SE on the y-axis and include the label for site on the x-axis. Please paste your graph below.

#### Problem 9

Just for fun, think about any additional statistics (or diagrams/figures) you could generate using R from this dataset that might be helpful in studying the stands where these data were collected? Write down your top three below (no need to actually calculate or draw unless you really want to, just brainstorm).

1. R Tutorial, Clarkson University Dept of Matematics, Potsdam, NY. Cyclismo.org. [↑](#footnote-ref-1)
2. S is the precursor of R…. S-Plus is the current version of S that is most used today. check it out. Compare the two at <http://staff.washington.edu/tlumley/b514/R-fundamentals.pdf> [↑](#footnote-ref-2)