November 2, 2020

1: Please describe the two main classes of multiple comparisons procedures. When should they be used?

The two main classes of multiple comparison are: Planned multiple comparison: If a multiple comparison scheduled and run before looking into of knowing the data not presuming the results after running the test is called as planned multiple comparison. Test is decided before conducting anova omnibus test no matter what result will be obtained. For instance, in several groups only few are selected, and means are compared. This type of comparison is used to test hypothesis and it has no control on experiment-based results. This is done even if F is not significant, degree of freedom is more than comparison.

Post-hoc multiple comparison: A multiple post-hoc comparison is more prospective meaning test can be decided after conducting anova omnibus test and reject null hypothesis. When need to look for something specific or interesting after looking at the details of the data then the comparison is called as post hoc comparison. This is used to see which mean is different in group. It is used to see summary. This test is used when F is significant, and degree of freedom is less than comparison in it. Thus, this is done when comparison is not planned and an unforeseen anova effect is discovered

2: Please describe the rationale and behind the False Discovery Rate procedures. The, specifically describe how the Holm and the Benjamini-Hochberg (BH) procedures work. While doing more than one planned multiple comparison there is chance of incorrect rejection of null hypothesis then it is type 1 error (inflated alpha) and the expected proportion of that is false discovery ratio (FDR). For instance, when type 1 error occurs then a person will be false positive with a disease which mean there is no disease in real. An adjustment for the multiplicity of experiments is also required to minimize the total number of false observations when several theories are simultaneously evaluated.

Holm-Bonferroni Procedure: When conducting multiple tests, the Bonferroni correction lowers the probability of Type I error. While it is easy to measure the Bonferroni, it suffers from a lack of statistical capacity. Modified Bonferroni correction is Holm-Bonferroni method (Holm’s Sequential Bonferroni Procedure) for multiple hypothesis tests is a way to deal with family error rates (FWER). It is a change to the correction of Bonferroni. It is also fairly easy to calculate the Holm-Bonferroni process, but it is more efficient than the Bonferroni single-step. It has least power than BH procedure. It can be done by simply dividing target alpha by number of tests. i.e. ai = a / J Benjamini-Hochberg Procedure: it is a more powerful tool that lower the false discovery rate. In this procedure individual p-values are put into ascending order, then ranks are assigned and critical value is calculated by dividing individual p-value rank by number of tests and then multiplied by FDR . i.e. (i/m)Q

3: Please find the data set drugTx.csv on Canvas. This describes an experiment where three different doses of a drug were given (one was placebo) and tumor volume was measured. Please evaluate data these to determine if the drug influenced tumor volume and which specific dose might have had an effect. There is no strong a prior hypothesis to suggest which dose should work. Don’t forget to test all assumptions and present your conclusions in APA accepted format.

#loading libraries equired  
library(ggplot2)  
library(pgirmess)

## Warning: package 'pgirmess' was built under R version 4.0.3

library(DescTools)

## Warning: package 'DescTools' was built under R version 4.0.3

## Registered S3 method overwritten by 'DescTools':  
## method from   
## reorder.factor gdata

# Reading file  
data = read.csv("drugTx.csv" )  
  
data #looking into data , seems there is NA

## placebo low\_Dose high\_Dose  
## 1 1.12468414 -0.500174495 1.9995809  
## 2 0.52358165 -1.143150211 0.7296775  
## 3 -1.11031233 1.149536456 1.1157366  
## 4 -1.26172273 -0.055869102 1.4537068  
## 5 0.35107508 0.006137063 2.9248627  
## 6 0.69150048 0.375916509 -0.0331015  
## 7 1.24062324 -0.472048423 0.6965438  
## 8 -0.43563091 -0.391721381 3.6724432  
## 9 -0.86116184 1.054743168 3.1661001  
## 10 1.30585117 0.375499071 1.2324254  
## 11 0.04710268 -0.313344826 2.2023778  
## 12 0.98398272 0.780540801 0.3396470  
## 13 -0.68196023 1.404602289 0.7471397  
## 14 1.26410573 0.715439012 0.3307367  
## 15 -0.52883046 -0.641362218 1.6826386  
## 16 NA 0.250000000 NA

colnames(data)

## [1] "placebo" "low\_Dose" "high\_Dose"

# initial plotting to check distribution  
  
boxplot(data)
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# checking NA  
  
data[!complete.cases(data),]

## placebo low\_Dose high\_Dose  
## 16 NA 0.25 NA

# removing NA  
  
clean\_data<-na.omit(data)  
  
clean\_data #checking again

## placebo low\_Dose high\_Dose  
## 1 1.12468414 -0.500174495 1.9995809  
## 2 0.52358165 -1.143150211 0.7296775  
## 3 -1.11031233 1.149536456 1.1157366  
## 4 -1.26172273 -0.055869102 1.4537068  
## 5 0.35107508 0.006137063 2.9248627  
## 6 0.69150048 0.375916509 -0.0331015  
## 7 1.24062324 -0.472048423 0.6965438  
## 8 -0.43563091 -0.391721381 3.6724432  
## 9 -0.86116184 1.054743168 3.1661001  
## 10 1.30585117 0.375499071 1.2324254  
## 11 0.04710268 -0.313344826 2.2023778  
## 12 0.98398272 0.780540801 0.3396470  
## 13 -0.68196023 1.404602289 0.7471397  
## 14 1.26410573 0.715439012 0.3307367  
## 15 -0.52883046 -0.641362218 1.6826386

# plotting again to check distribution  
  
boxplot(clean\_data)

![](data:image/png;base64,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)

# stacking data  
  
stacked\_data<-stack(clean\_data)  
stacked\_data

## values ind  
## 1 1.124684136 placebo  
## 2 0.523581647 placebo  
## 3 -1.110312328 placebo  
## 4 -1.261722727 placebo  
## 5 0.351075078 placebo  
## 6 0.691500478 placebo  
## 7 1.240623243 placebo  
## 8 -0.435630913 placebo  
## 9 -0.861161843 placebo  
## 10 1.305851167 placebo  
## 11 0.047102684 placebo  
## 12 0.983982715 placebo  
## 13 -0.681960228 placebo  
## 14 1.264105726 placebo  
## 15 -0.528830464 placebo  
## 16 -0.500174495 low\_Dose  
## 17 -1.143150211 low\_Dose  
## 18 1.149536456 low\_Dose  
## 19 -0.055869102 low\_Dose  
## 20 0.006137063 low\_Dose  
## 21 0.375916509 low\_Dose  
## 22 -0.472048423 low\_Dose  
## 23 -0.391721381 low\_Dose  
## 24 1.054743168 low\_Dose  
## 25 0.375499071 low\_Dose  
## 26 -0.313344826 low\_Dose  
## 27 0.780540801 low\_Dose  
## 28 1.404602289 low\_Dose  
## 29 0.715439012 low\_Dose  
## 30 -0.641362218 low\_Dose  
## 31 1.999580929 high\_Dose  
## 32 0.729677528 high\_Dose  
## 33 1.115736568 high\_Dose  
## 34 1.453706788 high\_Dose  
## 35 2.924862707 high\_Dose  
## 36 -0.033101504 high\_Dose  
## 37 0.696543817 high\_Dose  
## 38 3.672443234 high\_Dose  
## 39 3.166100124 high\_Dose  
## 40 1.232425388 high\_Dose  
## 41 2.202377751 high\_Dose  
## 42 0.339647028 high\_Dose  
## 43 0.747139674 high\_Dose  
## 44 0.330736663 high\_Dose  
## 45 1.682638604 high\_Dose

## plotting  
ggplot(stacked\_data) + aes(x = ind, y = values) + geom\_boxplot(fill = "orange") + theme\_minimal()

![](data:image/png;base64,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)

## Planned comparisons (no protection for alpha inflation)  
pairwise.t.test(stacked\_data$values,stacked\_data$ind,paired=FALSE,p.adjust.method="none")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: stacked\_data$values and stacked\_data$ind   
##   
## placebo low\_Dose  
## low\_Dose 0.95266 -   
## high\_Dose 0.00046 0.00038   
##   
## P value adjustment method: none

#pairwise.t.test(stacked\_data$values,stacked\_data$ind,paired=TRUE,p.adjust.method="none")  
## Bonferroni  
pairwise.t.test(stacked\_data$values,stacked\_data$ind,paired=FALSE,p.adjust.method="bonferroni")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: stacked\_data$values and stacked\_data$ind   
##   
## placebo low\_Dose  
## low\_Dose 1.0000 -   
## high\_Dose 0.0014 0.0012   
##   
## P value adjustment method: bonferroni

## Holm  
pairwise.t.test(stacked\_data$values,stacked\_data$ind,paired=FALSE,p.adjust.method="holm")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: stacked\_data$values and stacked\_data$ind   
##   
## placebo low\_Dose  
## low\_Dose 0.9527 -   
## high\_Dose 0.0012 0.0012   
##   
## P value adjustment method: holm

# Running ANOVA using aov  
x=aov(values~ind,stacked\_data)  
  
# summary of ANOVA results  
summary(x)

## Df Sum Sq Mean Sq F value Pr(>F)   
## ind 2 17.36 8.680 9.783 0.000325 \*\*\*  
## Residuals 42 37.26 0.887   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

## post-hocs   
## Simple Tukey's HSD  
TukeyHSD(x)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = values ~ ind, data = stacked\_data)  
##   
## $ind  
## diff lwr upr p adj  
## low\_Dose-placebo -0.02054298 -0.8561537 0.8150678 0.9980352  
## high\_Dose-placebo 1.30717513 0.4715644 2.1427859 0.0013115  
## high\_Dose-low\_Dose 1.32771811 0.4921074 2.1633289 0.0010985

TukeyHSD(x, conf.level=0.99)

## Tukey multiple comparisons of means  
## 99% family-wise confidence level  
##   
## Fit: aov(formula = values ~ ind, data = stacked\_data)  
##   
## $ind  
## diff lwr upr p adj  
## low\_Dose-placebo -0.02054298 -1.0796663 1.038580 0.9980352  
## high\_Dose-placebo 1.30717513 0.2480518 2.366298 0.0013115  
## high\_Dose-low\_Dose 1.32771811 0.2685947 2.386841 0.0010985

## Dunnett's Test  
stacked\_data$ind <- as.factor(stacked\_data$ind)  
#DunnettTest(x = stacked\_data$values, g = stacked\_data$ind, control = 'None')  
  
  
# Nonparametrics  
  
## Multiple comparisons with wilcox rank sum   
  
pairwise.wilcox.test(clean\_data$placebo,clean\_data$low\_Dose,paired=FALSE,p.adjust.method="none",exact=TRUE)

##   
## Pairwise comparisons using Wilcoxon rank sum exact test   
##   
## data: clean\_data$placebo and clean\_data$low\_Dose   
##   
## -1.143150211 -0.641362218 -0.500174495 -0.472048423 -0.391721381  
## -0.641362218 1 - - - -   
## -0.500174495 1 1 - - -   
## -0.472048423 1 1 1 - -   
## -0.391721381 1 1 1 1 -   
## -0.313344826 1 1 1 1 1   
## -0.055869102 1 1 1 1 1   
## 0.006137063 1 1 1 1 1   
## 0.375499071 1 1 1 1 1   
## 0.375916509 1 1 1 1 1   
## 0.715439012 1 1 1 1 1   
## 0.780540801 1 1 1 1 1   
## 1.054743168 1 1 1 1 1   
## 1.149536456 1 1 1 1 1   
## 1.404602289 1 1 1 1 1   
## -0.313344826 -0.055869102 0.006137063 0.375499071 0.375916509  
## -0.641362218 - - - - -   
## -0.500174495 - - - - -   
## -0.472048423 - - - - -   
## -0.391721381 - - - - -   
## -0.313344826 - - - - -   
## -0.055869102 1 - - - -   
## 0.006137063 1 1 - - -   
## 0.375499071 1 1 1 - -   
## 0.375916509 1 1 1 1 -   
## 0.715439012 1 1 1 1 1   
## 0.780540801 1 1 1 1 1   
## 1.054743168 1 1 1 1 1   
## 1.149536456 1 1 1 1 1   
## 1.404602289 1 1 1 1 1   
## 0.715439012 0.780540801 1.054743168 1.149536456  
## -0.641362218 - - - -   
## -0.500174495 - - - -   
## -0.472048423 - - - -   
## -0.391721381 - - - -   
## -0.313344826 - - - -   
## -0.055869102 - - - -   
## 0.006137063 - - - -   
## 0.375499071 - - - -   
## 0.375916509 - - - -   
## 0.715439012 - - - -   
## 0.780540801 1 - - -   
## 1.054743168 1 1 - -   
## 1.149536456 1 1 1 -   
## 1.404602289 1 1 1 1   
##   
## P value adjustment method: none

pairwise.wilcox.test(clean\_data$placebo,clean\_data$high\_Dose,paired=FALSE,p.adjust.method="none",exact=TRUE)

##   
## Pairwise comparisons using Wilcoxon rank sum exact test   
##   
## data: clean\_data$placebo and clean\_data$high\_Dose   
##   
## -0.033101504 0.330736663 0.339647028 0.696543817 0.729677528  
## 0.330736663 1 - - - -   
## 0.339647028 1 1 - - -   
## 0.696543817 1 1 1 - -   
## 0.729677528 1 1 1 1 -   
## 0.747139674 1 1 1 1 1   
## 1.115736568 1 1 1 1 1   
## 1.232425388 1 1 1 1 1   
## 1.453706788 1 1 1 1 1   
## 1.682638604 1 1 1 1 1   
## 1.999580929 1 1 1 1 1   
## 2.202377751 1 1 1 1 1   
## 2.924862707 1 1 1 1 1   
## 3.166100124 1 1 1 1 1   
## 3.672443234 1 1 1 1 1   
## 0.747139674 1.115736568 1.232425388 1.453706788 1.682638604  
## 0.330736663 - - - - -   
## 0.339647028 - - - - -   
## 0.696543817 - - - - -   
## 0.729677528 - - - - -   
## 0.747139674 - - - - -   
## 1.115736568 1 - - - -   
## 1.232425388 1 1 - - -   
## 1.453706788 1 1 1 - -   
## 1.682638604 1 1 1 1 -   
## 1.999580929 1 1 1 1 1   
## 2.202377751 1 1 1 1 1   
## 2.924862707 1 1 1 1 1   
## 3.166100124 1 1 1 1 1   
## 3.672443234 1 1 1 1 1   
## 1.999580929 2.202377751 2.924862707 3.166100124  
## 0.330736663 - - - -   
## 0.339647028 - - - -   
## 0.696543817 - - - -   
## 0.729677528 - - - -   
## 0.747139674 - - - -   
## 1.115736568 - - - -   
## 1.232425388 - - - -   
## 1.453706788 - - - -   
## 1.682638604 - - - -   
## 1.999580929 - - - -   
## 2.202377751 1 - - -   
## 2.924862707 1 1 - -   
## 3.166100124 1 1 1 -   
## 3.672443234 1 1 1 1   
##   
## P value adjustment method: none

pairwise.wilcox.test(clean\_data$low\_Dose,clean\_data$high\_Dose,paired=FALSE,p.adjust.method="none",exact=TRUE)

##   
## Pairwise comparisons using Wilcoxon rank sum exact test   
##   
## data: clean\_data$low\_Dose and clean\_data$high\_Dose   
##   
## -0.033101504 0.330736663 0.339647028 0.696543817 0.729677528  
## 0.330736663 1 - - - -   
## 0.339647028 1 1 - - -   
## 0.696543817 1 1 1 - -   
## 0.729677528 1 1 1 1 -   
## 0.747139674 1 1 1 1 1   
## 1.115736568 1 1 1 1 1   
## 1.232425388 1 1 1 1 1   
## 1.453706788 1 1 1 1 1   
## 1.682638604 1 1 1 1 1   
## 1.999580929 1 1 1 1 1   
## 2.202377751 1 1 1 1 1   
## 2.924862707 1 1 1 1 1   
## 3.166100124 1 1 1 1 1   
## 3.672443234 1 1 1 1 1   
## 0.747139674 1.115736568 1.232425388 1.453706788 1.682638604  
## 0.330736663 - - - - -   
## 0.339647028 - - - - -   
## 0.696543817 - - - - -   
## 0.729677528 - - - - -   
## 0.747139674 - - - - -   
## 1.115736568 1 - - - -   
## 1.232425388 1 1 - - -   
## 1.453706788 1 1 1 - -   
## 1.682638604 1 1 1 1 -   
## 1.999580929 1 1 1 1 1   
## 2.202377751 1 1 1 1 1   
## 2.924862707 1 1 1 1 1   
## 3.166100124 1 1 1 1 1   
## 3.672443234 1 1 1 1 1   
## 1.999580929 2.202377751 2.924862707 3.166100124  
## 0.330736663 - - - -   
## 0.339647028 - - - -   
## 0.696543817 - - - -   
## 0.729677528 - - - -   
## 0.747139674 - - - -   
## 1.115736568 - - - -   
## 1.232425388 - - - -   
## 1.453706788 - - - -   
## 1.682638604 - - - -   
## 1.999580929 - - - -   
## 2.202377751 1 - - -   
## 2.924862707 1 1 - -   
## 3.166100124 1 1 1 -   
## 3.672443234 1 1 1 1   
##   
## P value adjustment method: none

# Multiple comparions with kruskalmc   
  
kruskalmc(clean\_data$placebo~clean\_data$high\_Dose, data=clean\_data, probs = 0.01)

## Multiple comparison test after Kruskal-Wallis   
## p.value: 0.01   
## Comparisons  
## obs.dif critical.dif difference  
## -0.033101504-0.330736663 4 24.68103 FALSE  
## -0.033101504-0.339647028 1 24.68103 FALSE  
## -0.033101504-0.696543817 3 24.68103 FALSE  
## -0.033101504-0.729677528 1 24.68103 FALSE  
## -0.033101504-0.747139674 6 24.68103 FALSE  
## -0.033101504-1.115736568 8 24.68103 FALSE  
## -0.033101504-1.232425388 5 24.68103 FALSE  
## -0.033101504-1.453706788 9 24.68103 FALSE  
## -0.033101504-1.682638604 5 24.68103 FALSE  
## -0.033101504-1.999580929 2 24.68103 FALSE  
## -0.033101504-2.202377751 3 24.68103 FALSE  
## -0.033101504-2.924862707 2 24.68103 FALSE  
## -0.033101504-3.166100124 7 24.68103 FALSE  
## -0.033101504-3.672443234 4 24.68103 FALSE  
## 0.330736663-0.339647028 3 24.68103 FALSE  
## 0.330736663-0.696543817 1 24.68103 FALSE  
## 0.330736663-0.729677528 5 24.68103 FALSE  
## 0.330736663-0.747139674 10 24.68103 FALSE  
## 0.330736663-1.115736568 12 24.68103 FALSE  
## 0.330736663-1.232425388 1 24.68103 FALSE  
## 0.330736663-1.453706788 13 24.68103 FALSE  
## 0.330736663-1.682638604 9 24.68103 FALSE  
## 0.330736663-1.999580929 2 24.68103 FALSE  
## 0.330736663-2.202377751 7 24.68103 FALSE  
## 0.330736663-2.924862707 6 24.68103 FALSE  
## 0.330736663-3.166100124 11 24.68103 FALSE  
## 0.330736663-3.672443234 8 24.68103 FALSE  
## 0.339647028-0.696543817 2 24.68103 FALSE  
## 0.339647028-0.729677528 2 24.68103 FALSE  
## 0.339647028-0.747139674 7 24.68103 FALSE  
## 0.339647028-1.115736568 9 24.68103 FALSE  
## 0.339647028-1.232425388 4 24.68103 FALSE  
## 0.339647028-1.453706788 10 24.68103 FALSE  
## 0.339647028-1.682638604 6 24.68103 FALSE  
## 0.339647028-1.999580929 1 24.68103 FALSE  
## 0.339647028-2.202377751 4 24.68103 FALSE  
## 0.339647028-2.924862707 3 24.68103 FALSE  
## 0.339647028-3.166100124 8 24.68103 FALSE  
## 0.339647028-3.672443234 5 24.68103 FALSE  
## 0.696543817-0.729677528 4 24.68103 FALSE  
## 0.696543817-0.747139674 9 24.68103 FALSE  
## 0.696543817-1.115736568 11 24.68103 FALSE  
## 0.696543817-1.232425388 2 24.68103 FALSE  
## 0.696543817-1.453706788 12 24.68103 FALSE  
## 0.696543817-1.682638604 8 24.68103 FALSE  
## 0.696543817-1.999580929 1 24.68103 FALSE  
## 0.696543817-2.202377751 6 24.68103 FALSE  
## 0.696543817-2.924862707 5 24.68103 FALSE  
## 0.696543817-3.166100124 10 24.68103 FALSE  
## 0.696543817-3.672443234 7 24.68103 FALSE  
## 0.729677528-0.747139674 5 24.68103 FALSE  
## 0.729677528-1.115736568 7 24.68103 FALSE  
## 0.729677528-1.232425388 6 24.68103 FALSE  
## 0.729677528-1.453706788 8 24.68103 FALSE  
## 0.729677528-1.682638604 4 24.68103 FALSE  
## 0.729677528-1.999580929 3 24.68103 FALSE  
## 0.729677528-2.202377751 2 24.68103 FALSE  
## 0.729677528-2.924862707 1 24.68103 FALSE  
## 0.729677528-3.166100124 6 24.68103 FALSE  
## 0.729677528-3.672443234 3 24.68103 FALSE  
## 0.747139674-1.115736568 2 24.68103 FALSE  
## 0.747139674-1.232425388 11 24.68103 FALSE  
## 0.747139674-1.453706788 3 24.68103 FALSE  
## 0.747139674-1.682638604 1 24.68103 FALSE  
## 0.747139674-1.999580929 8 24.68103 FALSE  
## 0.747139674-2.202377751 3 24.68103 FALSE  
## 0.747139674-2.924862707 4 24.68103 FALSE  
## 0.747139674-3.166100124 1 24.68103 FALSE  
## 0.747139674-3.672443234 2 24.68103 FALSE  
## 1.115736568-1.232425388 13 24.68103 FALSE  
## 1.115736568-1.453706788 1 24.68103 FALSE  
## 1.115736568-1.682638604 3 24.68103 FALSE  
## 1.115736568-1.999580929 10 24.68103 FALSE  
## 1.115736568-2.202377751 5 24.68103 FALSE  
## 1.115736568-2.924862707 6 24.68103 FALSE  
## 1.115736568-3.166100124 1 24.68103 FALSE  
## 1.115736568-3.672443234 4 24.68103 FALSE  
## 1.232425388-1.453706788 14 24.68103 FALSE  
## 1.232425388-1.682638604 10 24.68103 FALSE  
## 1.232425388-1.999580929 3 24.68103 FALSE  
## 1.232425388-2.202377751 8 24.68103 FALSE  
## 1.232425388-2.924862707 7 24.68103 FALSE  
## 1.232425388-3.166100124 12 24.68103 FALSE  
## 1.232425388-3.672443234 9 24.68103 FALSE  
## 1.453706788-1.682638604 4 24.68103 FALSE  
## 1.453706788-1.999580929 11 24.68103 FALSE  
## 1.453706788-2.202377751 6 24.68103 FALSE  
## 1.453706788-2.924862707 7 24.68103 FALSE  
## 1.453706788-3.166100124 2 24.68103 FALSE  
## 1.453706788-3.672443234 5 24.68103 FALSE  
## 1.682638604-1.999580929 7 24.68103 FALSE  
## 1.682638604-2.202377751 2 24.68103 FALSE  
## 1.682638604-2.924862707 3 24.68103 FALSE  
## 1.682638604-3.166100124 2 24.68103 FALSE  
## 1.682638604-3.672443234 1 24.68103 FALSE  
## 1.999580929-2.202377751 5 24.68103 FALSE  
## 1.999580929-2.924862707 4 24.68103 FALSE  
## 1.999580929-3.166100124 9 24.68103 FALSE  
## 1.999580929-3.672443234 6 24.68103 FALSE  
## 2.202377751-2.924862707 1 24.68103 FALSE  
## 2.202377751-3.166100124 4 24.68103 FALSE  
## 2.202377751-3.672443234 1 24.68103 FALSE  
## 2.924862707-3.166100124 5 24.68103 FALSE  
## 2.924862707-3.672443234 2 24.68103 FALSE  
## 3.166100124-3.672443234 3 24.68103 FALSE

kruskalmc(clean\_data$placebo~clean\_data$high\_Dose, cont="two-tailed") # restricts number of comparisons

## Multiple comparison test after Kruskal-Wallis, treatments vs control (two-tailed)   
## p.value: 0.05   
## Comparisons  
## obs.dif critical.dif difference  
## -0.033101504-0.330736663 4 18.42802 FALSE  
## -0.033101504-0.339647028 1 18.42802 FALSE  
## -0.033101504-0.696543817 3 18.42802 FALSE  
## -0.033101504-0.729677528 1 18.42802 FALSE  
## -0.033101504-0.747139674 6 18.42802 FALSE  
## -0.033101504-1.115736568 8 18.42802 FALSE  
## -0.033101504-1.232425388 5 18.42802 FALSE  
## -0.033101504-1.453706788 9 18.42802 FALSE  
## -0.033101504-1.682638604 5 18.42802 FALSE  
## -0.033101504-1.999580929 2 18.42802 FALSE  
## -0.033101504-2.202377751 3 18.42802 FALSE  
## -0.033101504-2.924862707 2 18.42802 FALSE  
## -0.033101504-3.166100124 7 18.42802 FALSE  
## -0.033101504-3.672443234 4 18.42802 FALSE

# linear regression  
model = lm(stacked\_data$values~stacked\_data$ind)  
summary(model)

##   
## Call:  
## lm(formula = stacked\_data$values ~ stacked\_data$ind)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.5171 -0.7369 -0.1298 0.7183 2.1884   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 0.17686 0.24321 0.727 0.47114   
## stacked\_data$indlow\_Dose -0.02054 0.34394 -0.060 0.95266   
## stacked\_data$indhigh\_Dose 1.30718 0.34394 3.801 0.00046 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.9419 on 42 degrees of freedom  
## Multiple R-squared: 0.3178, Adjusted R-squared: 0.2853   
## F-statistic: 9.783 on 2 and 42 DF, p-value: 0.0003251

# plotting #  
  
barplot(stacked\_data$values,col=c("gray", "red","blue"))  
legend("topleft", legend=c("placebo","high\_Dose", "low\_Dose"),fill = c("gray", "red","blue"))

Conclusion: Planned comparisons (no protection for alpha inflation) independent t test: high\_dose p-value=0.00046 <0.05 and hence there is difference between placemo and high\_dose. P value adjustment method: bonferroni : p-value=0.0014<0.05 P value adjustment method: holm : p-value=0.0012<0.05 show more precise significance Anova: p-value=0.000325 \*\*\* p<0.05 post-hocs:TukeyHSD: high\_Dose-placebo1.30717513 high\_Dose-low\_Dose 1.32771811 There is significance difference by all tests applicable and hence it is clear by plot of regression model to that there is certainly difference between placebo and drugs used as well as high dose have more effect than low dose.