**Objective**: Practice the creation of Stored Procedure to apply Similarity algorithms for ranking documents using SQL

# Exercise 1: Using Cosine Similarity algorithm

We have given 5 document titles (considered as 5 documents for the purpose of this lab) and index terms that are significant in our collection. Fill the document – term matrix with frequency (𝑡𝑓𝑖,𝑗) of occurrences of each of the listed terms in the 5 documents

Given the following 5 document titles, fill the document/title-term matrix (table below) with the frequency (𝑡𝑓𝑖,𝑗) of occurrences of each of the listed terms in the 5 document titles.

𝑡𝑒𝑟𝑚 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝑡𝑓𝑖,𝑗), 𝑖𝑠 𝑡ℎ𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝑡𝑒𝑟𝑚 𝑡𝑖 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑑𝑗

# a. Document -Term Matrix Table

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **DocID** | **Title/Term** | **computer** | **digital** | **information** | **security** | **system** |
| 1 | Understanding the digital world: what you need to know about computers, the Internet, privacy, and security | 1 | 1 | 0 | 1 | 0 |
| 2 | Management information systems and databases | 0 | 0 | 1 | 0 | 1 |
| 3 | The Information Systems Security Officer Guide: Establishing Security and Managing a Cyber Security Program | 0 | 0 | 1 | 3 | 1 |
| 4 | Computer security, Computer science and Computer systems | 3 | 0 | 0 | 1 | 1 |
| 5 | Database : models, language, design, system | 0 | 0 | 0 | 0 | 1 |

To help you with calculating cosine similarity among documents, we have provided you the following. Understand the purpose of each. b. Create a schema named **textsearch** in your mysql DBMS.

1. Create the **DocTermFreq** table in the **textsearch** database using the script given below. This table will be used to store frequency count of appearance of the term in the document’s title. For each document record (docID) and term (term), corresponding frequency count value is stored in the in the column "frequency" of the table **DocTermFreq**

|  |  |  |
| --- | --- | --- |
| docID int | term  Varchar(100) | frequency  int |

DocTermFreq

CREATE TABLE DOCTERMFREQ

( DOCID INT,

TERM VARCHAR(100),

FREQUENCY INT,

CONSTRAINT PRIMARY KEY (DOCID, TERM) );

1. Create the following stored procedure named **InsertFreq** using the script given below to populate the frequency count for every term based on its appearance in every document.

CREATE PROCEDURE INSERTFREQ(IN DOCID INT, IN TERM VARCHAR(100), IN FREQ INT)

INSERT INTO DOCTERMFREQ (DOCID, TERM, FREQUENCY)

VALUES (DOCID, TERM, FREQ);

1. Using data from the prepared document/title-term table in part a, call the stored procedure **InsertFreq** to populate the doc term frequency count for all the 5 documents.

Eg: calling the stored procedure to populate frequency count for document 1

call insertfreq(1,'computer',1); call insertfreq(1,'digital',1); call insertfreq(1,'system',0); call insertfreq(1,'information',0); call insertfreq(1,'security',1);

1. Write a stored procedure named **get\_similarity** that takes in two input parameters doc1\_ID(type:int) and doc2\_ID(type:int), and one output parameter sim\_val(type:double) to calculate the cosine-similarity value for any 2 records (corresponding to 2 documents i.e. DocIDs).

𝑣𝑎 ∙ 𝑣𝑏

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑣𝑎, 𝑣𝑏) = |𝑣𝑎||𝑣𝑏|

Refer to week 12 - text\_search slides. Hint: Use variables to store the intermediate values 𝑣𝑎 ∙ 𝑣𝑏 , |𝑣𝑎| 𝑎𝑛𝑑 |𝑣𝑏| in variables by using [Select col1, col2, col3 into var1, var2, var3 from table1].

1. Given a query Q of terms (system, computer, information). Using **get\_similarity** stored procedure, calculate the similarity of query Q against all 5 document records.

Tick the document that is most similar to the query Q. (Hint: your query may also be placed as a record in the DocTermFreq table).

|  |  |  |
| --- | --- | --- |
| **DocNo** | **cosine-similarity value of Document with query Q** | **Tick the Most Similar Document to Query Q** |
| 1 | 0.333 |  |
| 2 | 0.8165 | ✔ |
| 3 | 0.3483 |  |
| 4 | 0.6963 |  |
| 5 | 0.5774 |  |

# Exercise 2: Document Search using TF-IDF Weighting algorithm

1. Calculate the 𝑑𝑓𝑖 and IDF 𝑖𝑑𝑓𝑖 = 𝑙𝑜𝑔2 (𝑑|𝐷𝑓|𝑖) for all the terms. *D denotes the set of all documents and* 𝑑𝑓𝑖*refers to the number of documents containing index term* 𝑘𝑖*.* Leave your answer in the form of 𝑙𝑜𝑔2 (𝑑|𝐷𝑓|𝑖), do not use a calculator.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Term** | **computer** | **digital** | **information** | **security** | **system** |
| 𝑑𝑓𝑖 | 2 | 1 | 2 | 3 | 4 |
| 𝑖𝑑𝑓𝑖 |  |  |  |  |  |

1. For the top 3 most similar documents to query Q from result of question g, fill the document/title-term matrix (table below) with the *tf-idf weighting*

|𝐷|

(𝑤𝑖,𝑗) = 𝑡𝑓𝑖,𝑗 𝑖𝑑𝑓𝑗 = 𝑡𝑓𝑖,𝑗 𝑙𝑜𝑔2 ()

𝑑𝑓𝑖

𝑁𝑜𝑡𝑒: 𝑙𝑜𝑔2(2.5) = 1.322, 𝑙𝑜𝑔2(1.25) = 0.322, 𝑙𝑜𝑔2 (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAABtCAYAAABdsWrOAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAM8SURBVGhD7Zq/qtVAEIePCoKNIpaK+K8RBRvFxspCwSewthFs7HwDGx9AX0ER0VLQVgsVQRBsVERUsNDWRtD5cmYPk8km2c3NnivX/eDHJCGbyW42M5vdLLYaL0V/ROeaPcN2tXNzWXR6uZnHDRF3ulEdEbUoVVPLR7Ur1uG0wz/vdNtEdajNW5TqtCjVaVFynJ4SkXkei96LbCZh/66IlLZPNJmpqe2nCOe9RGOjQs0eiI42e4vFB9Er0etmb8kh0QVROMdyR3RtuZnPVRE3MARDEt/k6KaoKDzLmOPOGGlucOCd0sGKE0aBVq0eXeI9va/WclxtQwmnn9VaTqhtKOH0i1rLHrUN/3wYTGW3WstztQ0lnJ5Ua/mmdhCCeujulziQgS2LCBhJ2IJsp8J3i3WISBxJ+LtNDWVEH1uOWianOu+UdDXkmAvfFvkyY4mihXcaxHGyDjeAeN5kEhzY87IdAhfzTZUqajzYpENJHCh8VsRrcF73/Rc2iZ0E/0j0RPRDVKlUKpVKpVKp9BCGoIxX18aW+SgeZVOcViqVyn/O2OyKh9kVZqkPiA5yQGFi+Z3oTbM3A8z3MWEVm5v3YtKKucDBeaQhWEWKzZxxYY6jvhuZNGMWmy3DQWx+kJZgqs6fn+3Y1xCHY01Gy9gyoVwy3mnn/5MeYo+jU9uUkQMLdZ3/T3p4qNZyUe2KHWo9v0U0zVPRPdF3UQq7RFeWmyu4xrPlZhnoaL55O9Pp6xiYdVak5nbaWt5SXqgthg8W9OaiECqtQ4JD6qs2Cd5FnFinuYtIWfgashaTHXdTCJnHr4ETgydnGA9OeN9IBLHFdjrM7M8v9tJ78UxZkxl13hcGPXtFh0WsvwQdE1kIgWdE10U7RYwifolmJzS777koJR1uCC7el/iL4yMSGvx5Zg5iHW7TatuiRGqL1aw1oCvh9JPaXtaRxIHR/4q+zwo7xLilNhVCoh2MxQJJFNsJcru8DxSExiRsoeSfI4TYgDs5EfiCKXcbS+RZ/5jZgkGEudhdEwJj8Te5WQOxFzyI5qazoL7zOmPdVKgVowMuHruwFzdDc44+w5wvcZ7ZfpH/9eet6Kso8St8sfgLhHll5p5lMi8AAAAASUVORK5CYII=)) = 0.737

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **DocNo** | **Title/Term** | **computer** | **digital** | **information** | **security** | **system** |
| 2 | Management information systems and databases | 0 | 0 |  | 0 |  |
| 4 | Computer security, Computer science and Computer systems |  | 0 | 0 |  |  |
| 5 | Database : models, language, design, system | 0 | 0 | 0 | 0 |  |

1. Repeat step c, d and e to create a new weighted (TF-IDF) term frequency table **varDocTermFreq**, a new **insertVarFreq** stored procedure and insert the values for the top 3 documents using the new stored procedure.

1. Given two documents *d*1 and *d*2, their similarity can be measured by the dot product of their tf-idf weights. Write a new stored procedure **get\_weighted\_similarity** to calculate the similarity value for any 2 records (corresponding to 2 document IDs).

𝑁

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑑1, 𝑑2) = ∑ 𝑤𝑗1𝑤𝑗2

𝑗=1

1. Given the same query Q of keywords (system, computer, information),fill the document/title-term matrix (table below) with the *tf-idf weighting* for query Q. Using **get\_weighted\_similarity** stored procedure, calculate the similarity of query Q against the top 3 document records in the table **varDocTermFreq**, fill the table below and tick the document that is the most similar to the query Q.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **DocNo** | **Title/Term** | **computer** | **digital** | **system** | **information** | **security** |
| Q | system,  computer, information |  | 0 |  |  | 0 |

|  |  |  |
| --- | --- | --- |
| **DocNo** | **Similarity value of Document with query Q** | **Tick the Most Similar Document to Query Q** |
| 2 | + = 1.8514 |  |
| 5 | × + = 5.3467 | ✔ |
| 4 | = 0.1036 |  |