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Abstract

In this study, the neural language model GPT-2 and bi-gram baseline are utilized as methods of song lyric generation. The neural language model is trained with the goal of generating language representing the complex nature of songs. This model takes on an even more challenging task as it is trained to replicate a certain genre of music. As expected, lyrics generated with the neural language model drastically outperform those of the baseline in terms of complexity. In the generated samples, bigram generations obtain an average perplexity *P* = 1081.25 compared to an average *P* = 70.93 in GPT-2 generation. The authors focus their work on a generated corpus of USA's Top Classic Rock Songs, a bi-gram baseline, a trained GPT-2 model, and generated lyrics.

Introduction

Song lyrics and poetry provide a complexity that is arguably higher than other forms of conversational or informative literature. This complexity is due to the common use of metaphors, clever rhyming, and repetition. This study aims to discover the extent to which a neural language model can understand these characteristics. Using this understanding this model will attempt to generate language that falls into the song lyric format. Furthermore, the classification of songs into genres provides an interesting question for our study. Can a model be trained to not only replicate the structure and complexity of a song, but also to generate language that represents a specific genre? If so, song writers may be provided an empirical measure of the structure and ideals behind a genre of music. This may also present a method of analysis for studies investigating the societal biases supported within a given genre of music. Therefore, this study will benefit both academia and lyricists. At a high level, the approach will be broken into four key processes. Creating a corpus, establishing a baseline, training a neural language model, and lyric generation and analysis. This structure proved to be successful and should be followed with further extensions to this study. ­­

Related Work­

In order to understand the proper use of our model for this project, we did some research and came across a GitHub page from OpenAI that provided information we used for a large majority of this project. Not only did it include the needed files to download the model, but incorporated reading to learn about GPT-2. Solaiman (2019) and other authors who contributed to OpenAI’s final blog post, *GPT-2: 1.5B Release*, gave a brief description of their findings when working with the model after a nine-month period. This language model was made to serve the purpose of obtaining a better understanding of behaviors, capabilities, biases, and constraints of large-scale generative language models (Clark, 2019). The GitHub page assisted us to have a deeper understanding behind the use of the GPT-2 model and applying it to our song generator.

As for our libraries, we pulled song lyrics from the Genius API Python libraries to play a part in retrieving the lyrics for each song and sending the data to a generated corpus. To assist us in properly using this library, we read Raizel Bernstein’s (2020) *How To Access and Use the Spotify and LyricGenius API* blog to walk us through the steps. Throughout her article, Bernstein provided many examples and graphs to properly cite song lyrics to implement into the project.

Approach

The approach follows a structure that may be broken into four distinct sections. Creating a corpus, establishing a baseline, training a neural language model, and lyric generation and analysis.

In order to train both the baseline and neural language model, a large corpus of song lyrics must be created. This study chose to focus on a singular genre to allow the model to learn its characteristics over an effective period of time. The genre chosen was American Classic Rock (ACR). Song titles and artists were collected from a source of the 1000 most popular ACR songs[1]. Using the collected song identifiers, the Genius API was then utilized to efficiently collect lyrics for each available song. The available song lyrics (*N*=932) were written to our corpus and separated by the text delimiter “<|end of text|>”. Collection resulted in respective line and token counts (*L*=44,571; *T*=381,700).

To establish a baseline from which to compare the state-of-the-art neural language model, a bigram model was produced from the lyric corpus. In order for bi-grams to be calculated correctly, preprocessing the text by eliminating the text delimiter “<|end of text|>” and punctuation (! , . ? etc.) was a necessity. Bi-grams were collected from the dataset and calculated for probability. (**\*Need nums?)** As mentioned previously, a comparison between bi-grams and GPT-2 was desired, which led to both probabilities being needed to calculate their perplexity. For the outcome, bi-grams had a higher perplexity compared to the GPT-2 perplexity (Bigrams≈1081.157; GPT-2≈81.509).

Experiments

Using the ACR lyric corpus, language generations were made with both baseline and state-of-the-art language models. Different methods were taken for each model to receive a similar format of generation.

Four attributes were adjusted to ensure that bigram generations followed the structure of song lyrics: *stanza number, stanza length, line length,* and *top\_k*. While the first three attributes control the physical structure of the generated lyrics, *top\_k* will control diversity. This attribute will determine how many words will be considered when determining the next word to generate. As an example, with a *top\_k­*=10, the next word to be generated will be randomly selected from the top 10 most probable words that follow the previous. Attributes were randomized or set in the following matter to provide a varying structure with proper diversity (*SN*=2-5*; SL*=2-10*; LL*=8*; top\_k*=35). Generations (*N*=20) were then made with the noted parameters and written to a file for analysis.

GPT-2 proved to be capable of learning the physical structure of songs, separating output into intuitive lines and stanzas. Therefore, two attributes were experimented with to provide varying outputs from the model: *temperature* and *top\_k*. Temperaturecontrolling randomness in the Boltzmann distribution, and *top\_k* controlling diversity similar to the bigram model. To briefly describe the *temperature* attribute, a lower value will result in a more confident model while a larger value will produce a smoother probability distribution[2]. There are pros and cons to be seen with a high or low temperature. For a low temperature, the model will be more confident on which tokens are likely to follow the previous, however, this will result in less diversity as the model is less likely to sample from unlikely candidates. Conversely, a high temperature will result in a much smoother probability distribution that will allow for a more diverse set of possible candidates, but this heightens the probability of a word being chosen that does not logically follow the previous. A *top\_k*=35 was chosen in hopes of establishing a similar diversity to that of the baseline model. GPT-2’s default *temperature*=1 was chosen with the same goal.

Results and Discussions

Conclusion

If there was more time available, spending time on fine-tuning the GPT-2 model would be the next challenge. Before fully analyzing and calculating probabilities/perplexities for ACR, the authors were attempting to use a corpus that contains top N songs of different decades using *SpotiPy*. Revisiting the original idea and having more time to dive deep into that project is something to consider!
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