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**Question 1:**

**Code:**

import numpy as np

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from sklearn.metrics import classification\_report, confusion\_matrix

from sklearn.linear\_model import LogisticRegression

from sklearn.svm import SVC

import matplotlib.pyplot as plt

data=pd.read\_csv("./dataset.csv")

df.to\_xarray

X=data[['CAT1','CAT2','FAT']]

y=data['Grade']

X=np.array(X)

y=np.array(y)

Xtrain,Xtest,Ytrain,Ytest=train\_test\_split(X,y,test\_size=0.2)

logreg = LogisticRegression(C=1.5,solver="lbfgs",multi\_class='ovr')

logreg.fit(Xtrain,Ytrain)

Ypred = logreg.predict(Xtest)

plt.scatter(Ytest,Ypred)

print(confusion\_matrix(Ytest,Ypred))

print(classification\_report(Ytest,Ypred))

Xtrain,Xtest,Ytrain,Ytest=train\_test\_split(X,y,test\_size=0.2)

model=SVC(random\_state=10,kernel='rbf',decision\_function\_shape='ovo')

model.fit(Xtrain,Ytrain)

Ypred = model.predict(Xtest)

print(confusion\_matrix(Ytest,Ypred))

print(classification\_report(Ytest,Ypred))

**OUTPUT**

**For Logistic Regression:**

[[ 1 4 0 0 0 0 0]

[ 1 12 0 0 0 0 0]

[ 0 2 0 0 0 0 0]

[ 0 1 0 0 0 0 0]

[ 0 1 0 0 0 0 0]

[ 0 0 0 0 0 2 0]

[ 1 0 0 0 0 0 0]]

precision recall f1-score support

A 0.33 0.20 0.25 5

B 0.60 0.92 0.73 13

C 0.00 0.00 0.00 2

D 0.00 0.00 0.00 1

E 0.00 0.00 0.00 1

N 1.00 1.00 1.00 2

S 0.00 0.00 0.00 1

accuracy 0.60 25

macro avg 0.28 0.30 0.28 25

weighted avg 0.46 0.60 0.51 25

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWsAAAD4CAYAAAAqw8chAAAAOXRFWHRTb2Z0d2FyZQBNYXRwbG90bGliIHZlcnNpb24zLjMuNCwgaHR0cHM6Ly9tYXRwbG90bGliLm9yZy8QVMy6AAAACXBIWXMAAAsTAAALEwEAmpwYAAAK90lEQVR4nO3db6ie913H8c/XtNijZYaSqGtZFyyaiHZr7QGp25AVJXMKq6XIQh9MGIsIZShb0NgHDmTUETaK/xjdQGkZVMEuTyyND2adm32SLJ2h0BSrHZKCS9sFEU5HDT8f5GSkSdtzTnv/Od/7fr2e5Jwfd+7z/XHdeXOd61wnd40xAsD29kPzHgCAjYk1QANiDdCAWAM0INYADVw1rSfetWvX2LNnz7SeHmAhnThx4sUxxu7L16cW6z179uT48ePTenqAhVRV33m9dZdBABoQa4AGxBqgAbEGaECsARrY9N0gVXVnkq8m+dkxxjNTm2jJHD15JkeOnc4L59Zy/c6VHNq/N3feesO8x5qqZdwzi2/ar+utnFkfSPKN9T+ZgKMnz+Two6dy5txaRpIz59Zy+NFTOXryzLxHm5pl3DOLbxav603FuqquTfL+JB9P8tGJffUld+TY6ay9ev41a2uvns+RY6fnNNH0LeOeWXyzeF1v9sz6I0keH2M8m+Slqrrt9R5UVQer6nhVHT979uzEhlxUL5xb29L6IljGPbP4ZvG63mysDyR5ZP3jR/IGl0LGGA+OMVbHGKu7d1/x25Jc5vqdK1taXwTLuGcW3yxe1xvGuqquS3JHki9X1fNJDiX5raqqiU2xpA7t35uVq3e8Zm3l6h05tH/vnCaavmXcM4tvFq/rzdwNcneSh8cYv3Nxoar+OckHknx9YpMsoYs/KV6mOyOWcc8svlm8rmuj92Csqn9K8rkxxuOXrH0yF27h+903+nurq6vDf+QEsDVVdWKMsXr5+oZn1mOMD77O2p9NajAANuY3GAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABsQaoAGxBmhArAEaEGuABq7azIOq6nySU0kqyfkk944x/nWagy2LPX/4D1esPf+nvz6HSZimoyfP5Mix03nh3Fqu37mSQ/v35s5bb5j3WFOz777H8sr58YPPr9lReeazH57jRNM37WO82TPrtTHGLWOM9yY5nOT+iU2wxF4v1G+2Tk9HT57J4UdP5cy5tYwkZ86t5fCjp3L05Jl5jzYVl4c6SV45P7LvvsfmNNH0zeIYv5XLIO9I8r2JTQAL7six01l79fxr1tZePZ8jx07PaaLpujzUG60vglkc401dBkmyUlVPJbkmyTuT3PF6D6qqg0kOJsmNN944ifmgvRfOrW1pnX5mcYy3ehlkX5IPJXmoquryB40xHhxjrI4xVnfv3j2xIaGz63eubGmdfmZxjLd8GWSM8WSSXUnUGDbh0P69Wbl6x2vWVq7ekUP7985poum6ZscV53Fvur4IZnGMtxzrqtqXZEeSlyY2xZJ6o7s+3A2yWO689Ybcf9fNuWHnSirJDTtXcv9dNy/s3SDPfPbDV4R50e8GmcUxrjE2vuh/ya17yYXb9/5ojPGmtyysrq6O48ePv/0JAZZIVZ0YY6xevr6pHzCOMXZs/CgApsVvMAI0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADYg1QANiDdCAWAM0INYADVy10QOqaiT5whjjU+uffzrJtWOMz0x6mHu+9GS++dzLP/j8fTddl6984vZJfxmAdjZzZv39JHdV1a5pDnJ5qJPkm8+9nHu+9OQ0vyxAC5uJ9f8leTDJ709zkMtDvdE6wDLZ7DXrv0xyT1X92Js9qKoOVtXxqjp+9uzZtz8dAEk2Gesxxv8keSjJJzd43INjjNUxxuru3bsnMR8A2drdIA8k+XiSH53GIO+76botrQMsk03HeozxcpK/y4VgT9xXPnH7FWF2NwjABRveuneZzye5dxqDJBFmgDewYazHGNde8vF/J/mRqU4EwBX8BiNAA2IN0IBYAzQg1gAN1BhjOk9cdTbJd97iX9+V5MUJjtOBPS+HZdvzsu03eft7fvcY44rfKpxarN+Oqjo+xlid9xyzZM/LYdn2vGz7Taa3Z5dBABoQa4AGtmusH5z3AHNgz8th2fa8bPtNprTnbXnNGoDX2q5n1gBcQqwBGtg2sa6qUVWfv+TzT1fVZ+Y40tRV1fmqeqqqvl1V36qqX5r3TLNQVfdV1dNV9W/r+//Fec80TZcc56fXj/Wnqmrb/Nubhqr6yap6pKqeq6oTVfVYVf3MvOeatqq6c71l+yb93NvpBTOTN+bdZtbGGLeMMd6b5HCS++c90LRV1e1JfiPJL4wx3pPkV5L813ynmrqLx/nnkvxqkl9L8sdznmlqqqqSfDXJE2OMm8YYt+XC6/sn5jvZTBxI8o31PydqO8V6Jm/Mu429I8n35j3EDLwzyYtjjO8nyRjjxTHGC3OeaWbGGN9NcjDJvetRW0QfTPLqGOOLFxfGGN8eY/zLHGeauqq6Nsn7c+ENWj466effTrFONvnGvAtkZf3b42eSfDnJn8x7oBn4xyTvqqpnq+qvquqX5z3QrI0x/iPJjiQ/Pu9ZpuTnk5yY9xBz8JEkj48xnk3yUlXdNskn31ax3uwb8y6Qi98e70vyoSQPLfDZVpJkjPG/SW7LhbPLs0n+tqp+e65DwWQcSPLI+sePZMKXQrb6tl6z8ECSbyX56znPMVNjjCfXr9fvTvLdec8zTWOM80meSPJEVZ1K8rEkfzPPmWapqn4qyfks7nF+Osnd8x5ilqrquiR3JLm5qkYufOc0qurQmNAvs2yrM+tk+m/Mu12t//R4R5KX5j3LNFXV3qr66UuWbslb/98Z26mq3Um+mOQvJvWPeBv6WpIfrqqDFxeq6j1V9YE5zjRtdyd5eIzx7jHGnjHGu5L8Z5KJ7Xk7nlknU35j3m1kpaqeWv+4knxs/axzkV2b5M+ramcu/FD533Phksgiu3icr86FPT+c5AtznWiKxhijqn4zyQNV9QdJXknyfJLfm+dcU3YgyecuW/v79fWvT+IL+HVzgAa23WUQAK4k1gANiDVAA2IN0IBYAzQg1gANiDVAA/8P+p/ic1PBAYoAAAAASUVORK5CYII=)

**For SVM:**

[[ 4 1 0 0 0 0 0 0]

[ 1 10 0 0 0 0 0 0]

[ 0 1 0 0 0 0 0 0]

[ 0 1 0 0 0 0 0 0]

[ 0 0 1 0 0 0 0 0]

[ 0 0 1 0 0 0 0 0]

[ 0 0 0 0 0 0 2 0]

[ 3 0 0 0 0 0 0 0]]

precision recall f1-score support

A 0.50 0.80 0.62 5

B 0.77 0.91 0.83 11

C 0.00 0.00 0.00 1

D 0.00 0.00 0.00 1

E 0.00 0.00 0.00 1

F 0.00 0.00 0.00 1

N 1.00 1.00 1.00 2

S 0.00 0.00 0.00 3

accuracy 0.64 25

macro avg 0.28 0.34 0.31 25

weighted avg 0.52 0.64 0.57 25