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**Abstract**

This report investigates two questions. First, for a given selection of data sets, can we say what is the ‘best’ classifier or the ‘best’ regressor in terms of good predictions? How much does the answer depend on the particular selection of data sets? How much does the answer depend on our computational constraints? We investigate these questions using data sets from the UCI repository. Second, we compare the interpretability of a decision tree classifier to that of a convolutional neural network. We compare the decision tree visualization to ‘activation maximization’, a technique to gain insight into the kinds of inputs that deep neural networks respond to.

**Introduction**

The classification task is one of the classical machine learning problems and we decided to investigate binary and multi-class classification to acquire practical knowledge of different machine learning algorithms. Next step on our ML journey was a search of datasets suitable for our study. We sifted through hundreds of datasets available on the website of University of California, Irvine. Finally, we selected 7 datasets from UCI [1] and 1 dataset from city of Montreal open data portal [6]. Montreal crime dataset is an example of the data from our immediate environment collected since 2015 and representing criminal situation while protecting private information, criminal events are localized up to the nearest street intersection.

List of datasets:

|  |  |
| --- | --- |
| **#** | **Name** |
| 1 | Occupancy Detection [2] |
| 2 | Activities of Daily Living Recognition Using Binary Sensors [4] |
| 3 | BitcoinHeist Ransomware Address [7] |
| 4 | Bank Marketing [3] |
| 5 | Montreal Crime [6] |
| 6 | Default of Credit Card Clients [5] |
| 7 | Census Income |
| 8 | Yeast |

Table 1. List of datasets

Datasets #2, #5 and #8 are multiclass datasets, the rest are binary. After datasets inspection we decided that some preprocessing is required, namely categorical data encoding and parsing date values. Additional dataset investigation was done to determine if the model contains outliers.

We agreed on using grid for hyperparameters search and cross validation strategy. We decided to calculate ROC AUC score and plot ROC AUC curve for visual interpretation. Besides the accuracy and confusion matrix we also opted to calculate training and execution time for different classification models. We considered to investigate the need of feature transformations for successful implementation of classification algorithms. Our ultimate goal of the project is comparison of ML models based on their performance and determining if some models work better with specific datasets.

Finally, after careful review of the goals and techniques we started the implementation of machine learning classification algorithms. We randomly divided 8 models between 4 team members, and everybody had a chance to implement their 2 models in a best possible way. Everyone used all 8 datasets for model training and testing. After many days and nights of coding, collaborations, discussions, and troubleshooting we came up with some observations, calculations, and results.
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