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| 오전 | 1. # 차원의 저주 - Curse of dimension    1. 입력된 데이터의 수보다 데이터의 차원이 더 큰 경우 발생하는 문제를 차원의 저주라 합니다.    2. 데이터(벡터)가 뿌려진 벡터 공간에서 분류 또는 예측하는 가장 적합한 함수를 찾는게 기계학습, 딥러닝 학습의 목표    3. 입력한 데이터의 양은 적고, 데이터의 차원이 커지게 된다면    4. 이때 벡터 공간의 차원이 무수히 커지고 데이터는 여기저기 흩뿌려져 있는 상황입니다.    5. 이 흩어진 벡터들을 분류 예측하는 함수의 모형은 복잡해지게 됩니다.    6. 즉, 모델의 복잡도가 증가하고 예측 성능이 낮아지게 됩니다.    7. 선형대수로 표현하자면 0으로 가득한 벡터로 채워진 분산 행렬(sparse matrix)의 형태일 것입니다.    8. 이를 위해서 사용하는 방법이 Feature selection (피쳐 선택), Feature Extraction(피쳐 추출) 입니다. 2. # 피쳐 선택과 피쳐 추출    1. 피쳐 선택은 가령 500개의 차원중 N개의 차원을 골라 내는 것이고, 반면 피쳐 추출은 500개의 차원을 N차원으로 압축하는 겁니다.    2. 피쳐 선택의 경우에는 다중공산성을 고려해 상관성이 높은 피쳐들을 소거해가는 방식으로 진행할 수 있고,    3. 피쳐 추출의 경우는 PCA, SVD, MF 와 같은 차원 축소 기법들을 활용해 벡터의 차원을 줄여나갈 수 있습니다.    4. 차원이 큰 것은 차원 축소 기법 활용, 3. # PCA는 차원 축소 기법이면서, 데이터 압축 기법이기도 하고, 노이즈 제거기법이기도 합니다. 왜?    1. 주성분 분석의 기본적인 개념은 차원이 큰 벡터에서 선형 독립하는 고유 벡터만을 남겨두고 차원 축소를 하게 됩니다.    2. 이때 상관성이 높은 독립 변수들을 N개의 선형 조합으로 만들며 변수의 개수를 요약, 압축해 내는 기법입니다.    3. 그리고 이 압축된 각각의 독립 변수들은 선형 독립, 즉 직교하며 낮은 상관성을 보이게 됩니다.    4. 가령 500차원의 벡터를 주성분 분석한다는 것은 각 차원의 분산을 최대로 갖는, 분포를 설명할 수 있는 대표축을 뽑는 과정이고,    5. 주성분 분석결과 나오는 매트릭스에서 PC1 은 각 칼럼에 대한 정보 설명력이 PC5~6에 비해 높습니다.    6. 이처럼 높은 주성분들만 선택하면서 정보 설명력이 낮은, 노이즈로 구성된 칼럼들은 배제하기 때문에 노이즈 제거 기법이라고 불리기도 합니다. 4. Q. LSA, LDA, SVD 설명    1. LDA 는 토픽모델링(Topic Modeling) 기법 중 하나인 잠재디리클레할당(Latent Dirichlet Allocation, LDA)와 이니셜이 같아서 헷갈리는데 SVD (행렬분해)를 자연어처리 토픽 모델링에 적용한게 잠재디리클레할당(Latent Dirichlet Allocation, LDA)고, 또 다른 LDA (Linear Discriminant Analysis)는 PCA 에서 확장된 차원 축소 기법입니다.    2. PCA 데이터의 차원을 줄이기 위해, 공분산 행렬에서 고유 벡터/고유값을 구하고 가장 분산이 큰 방향을 가진 고유벡터에 입력데이터를 선형변환하는 컨셉이라면, LDA는 지도 학습(supervised - learning)에서 적용하는 차원 축소 기법이자,입력 데이터의 클래스(정답) 를 최대한 분리할 수 있는 축을 찾는 기법입니다.    3. SVD는 정사각행렬이 아닌 m\*n 형태의 다양한 행렬을 분해하며, 이를 특이값 분해라 말합니다.    4. 이때 분해되는 행렬은 두 개의 직교 행렬과 하나의 대각행렬이며, 두 직교행렬에 담긴 벡터가 특이벡터입니다. |
| 오후 | 1. 피쳐(Feature)를 선택/가공 하는 총 3가지 접근 법    1. 피쳐 선택 (Feature Selection) : 불필요한 피쳐는 버린다. 가령 야외활동 여부를 파악하는데 교통량은 크게 영향을 미치지 않는다고 가정한다면, 해당 피쳐는 버리는거다. 보통 각각의 피쳐가 모델이 야외 활동 여부를 파악하는데 영향을 미치는지 미치지 않는지 알고 싶다면 상관계수 값을 통해 판단한다.    2. 피쳐 추출 (Feature Extraction) : 피쳐들을 선택하는 것이 아니라, 더 작은 차원으로 피쳐들을 맵핑하는 것이다. 현재 101차원의 데이터 테이블을 50차원으로 압축하는 과정을 거치는 것인데, 여기에 속한 기법이 오늘 살펴볼 차원 축소 기법들 PCA, LDA, SVD, NMF 가 이다.    3. 피쳐 생성 (Feature Engineering)       1. 이는 데이터 테이블에서 피쳐가 부족한 상황일 때 적용하는 기법으로,       2. 해당 데이터와 만들고자하는 머신러닝 모델의 기능 활용 목적에 따라 새로운 피쳐들을 생성해 내는 것이다.       3. 가령 우리가 야외활동 판별 여부를 알려주는 머신러닝 모델을 만들고자 하는데 해당 모델은 세렝게티 지역에 특화된 모델이라고 하자 (뜬금)       4. 그렇다면, 해당 칼럼 중에 야외 동물 출현 횟수 같은 피쳐도 생성해줘야 하는 것이다... 2. 정리,    1. 만약 내가 400차원 데이터를 k 차원으로 줄이고자 한다면       1. 입력 데이터의 공분산 행렬을 구한다.       2. 공분산 행렬을 고유값 분해 해서 고유 벡터와 고유값을 구한다 (앞서 말한 최고의 화살표찾기)       3. 고유값이 가장 큰 (화살표 길이가 가장 긴) k개의 고유 벡터를 추출       4. 고유값이 가장 큰 순으로 추출된 고유벡터를 이용해 입력 데이터들을 선형 변환 |