一、2月上半期总结：

年前做的主要工作是给学姐跑bert，已经成功调通整理好了文档，跑出来了初步的数据，但是并未得到学姐需要的指标值，于是在后面的过程中进行了参数的一些调整，以及precision，recall，F1这几个指标的计算，现在已经完成两个数据集的数据调参并且把对应的参数设置编入到了bert文档中。

这个过程中的收获是，参数的调整的策略，对应不同机器来调整参数来达到比较好的效果，并且熟悉了几个tensorflow的函数例如metric，以及如何对数据集进行shuffle的操作，数据集本身的问题对于模型输出造成的结果会有什么影响等。

二、2月下半期计划：

在跑完学姐的数据集后，下班月计划主要分为论文与代码两部分。

论文部分：继续完善两棵树，以及对论文进行研读以及总结，跑通对应的代码。

代码部分：希望能够初步学会相应框架，然后撰写一个自己的个人博客，进行简单的代码能力应用。