[Efficient calculation of matrix inverse in R](http://stats.stackexchange.com/questions/14951/efficient-calculation-of-matrix-inverse-in-r)

Have you tried what cardinal suggested and explored some of the alternative methods for computing the inverse? Let's consider a specific example:

library(MASS)

k <- 2000

rho <- .3

S <- matrix(rep(rho, k\*k), nrow=k)

diag(S) <- 1

dat <- mvrnorm(10000, mu=rep(0,k), Sigma=S) ### be patient!

R <- cor(dat)

system.time(RI1 <- solve(R))

system.time(RI2 <- chol2inv(chol(R)))

system.time(RI3 <- qr.solve(R))

all.equal(RI1, RI2)

all.equal(RI1, RI3)

So, this is an example of a 2000×2000 correlation matrix for which we want the inverse. On my laptop (Core-i5 2.50Ghz), solve takes 8-9 seconds, chol2inv(chol()) takes a bit over 4 seconds, and qr.solve() takes 17-18 seconds (multiple runs of the code are suggested to get stable results).

So the inverse via the Choleski decomposition is about twice as fast as solve. There may of course be even faster ways of doing that. I just explored some of the most obvious ones here. And as already mentioned in the comments, if the matrix has a special structure, then this probably can be exploited for more speed.

# [Matrix element division in R](http://stackoverflow.com/questions/11368894/matrix-element-division-in-r)

What you actually have there is a data frame. It's essentially a matrix, you're right, but you access the columns by using the column's names.

Accessing each column of the data frame can be done through a command like this:

Matrix$close

This should give you the desired data frame, if I understood your question correctly.

New\_DataFrame <- data.frame(close = Matrix$close / (Matrix$close.1 \* Matrix$close.2), close.1 = Matrix$close.1 / Matrix$close.2)

These operations are all done in respect to each individual row.

If you want your answer in the form of a matrix instead of a data frame, use this:

New\_Matrix <- data.matrix(New\_DataFrame)

And switching back to a data frame from a matrix is as easy as:

New\_DataFrame <- data.frame(New\_Matrix)

Hope that helps!

f mat is your matrix, then mat[,1]/mat[,2] gives you the element-wise division of each row. If matis actually a data.frame not a matrix, then the above works, as does mat$close/mat$close.1.

|  |
| --- |
| [share](http://stackoverflow.com/a/11368958)|[improve this answer](http://stackoverflow.com/posts/11368958/edit) |

# R for MATLAB users

### Help

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| help.start() | doc help -i % browse with Info | Browse help interactively |
| help() | help help *or* doc doc | Help on using help |
| help(plot) *or* ?plot | help plot | Help for a function |
| help(package='splines') | help splines *or* doc splines | Help for a toolbox/library package |
| demo() | demo | Demonstration examples |
| example(plot) |  | Example using a function |

### Searching available documentation

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| help.search('plot') | lookfor plot | Search help files |
| apropos('plot') |  | Find objects by partial name |
| library() | help | List available packages |
| find(plot) | which plot | Locate functions |
| methods(plot) |  | List available methods for a function |

### Using interactively

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| Rgui | octave -q | Start session |
| source('foo.R') | foo(.m) | Run code from file |
| history() | history | Command history |
| savehistory(file=".Rhistory") | diary on [..] diary off | Save command history |
| q(save='no') | exit *or* quit | End session |

### Operators

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| help(Syntax) | help - | Help on operator syntax |

### Arithmetic operators

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a<-1; b<-2 | a=1; b=2; | Assignment; defining a number |
| a + b | a + b | Addition |
| a - b | a - b | Subtraction |
| a \* b | a \* b | Multiplication |
| a / b | a / b | Division |
| a ^ b | a .^ b | Power, $a^b$ |
| a %% b | rem(a,b) | Remainder |
| a %/% b |  | Integer division |
| factorial(a) | factorial(a) | Factorial, $n!$ |

### Relational operators

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a == b | a == b | Equal |
| a < b | a < b | Less than |
| a > b | a > b | Greater than |
| a <= b | a <= b | Less than or equal |
| a >= b | a >= b | Greater than or equal |
| a != b | a ~= b | Not Equal |

### Logical operators

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a && b | a && b | Short-circuit logical AND |
| a || b | a || b | Short-circuit logical OR |
| a & b | a & b *or* and(a,b) | Element-wise logical AND |
| a | b | a | b *or* or(a,b) | Element-wise logical OR |
| xor(a, b) | xor(a, b) | Logical EXCLUSIVE OR |
| !a | ~a *or* not(a) ~a *or* !a | Logical NOT |
|  | any(a) | True if any element is nonzero |
|  | all(a) | True if all elements are nonzero |

### root and logarithm

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| sqrt(a) | sqrt(a) | Square root |
| log(a) | log(a) | Logarithm, base $e$ (natural) |
| log10(a) | log10(a) | Logarithm, base 10 |
| log2(a) | log2(a) | Logarithm, base 2 (binary) |
| exp(a) | exp(a) | Exponential function |

### Round off

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| round(a) | round(a) | Round |
| ceil(a) | ceil(a) | Round up |
| floor(a) | floor(a) | Round down |
|  | fix(a) | Round towards zero |

### Mathematical constants

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| pi | pi | $\pi=3.141592$ |
| exp(1) | exp(1) | $e=2.718281$ |

### Missing values; IEEE-754 floating point status flags

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
|  | NaN | Not a Number |
|  | Inf | Infinity, $\infty$ |

### Complex numbers

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| 1i | i | Imaginary unit |
| z <- 3+4i | z = 3+4i | A complex number, $3+4i$ |
| abs(3+4i) *or* Mod(3+4i) | abs(z) | Absolute value (modulus) |
| Re(3+4i) | real(z) | Real part |
| Im(3+4i) | imag(z) | Imaginary part |
| Arg(3+4i) | arg(z) | Argument |
| Conj(3+4i) | conj(z) | Complex conjugate |

### Trigonometry

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| atan2(b,a) | atan(a,b) | Arctangent, $\arctan(b/a)$ |

### Generate random numbers

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| runif(10) | rand(1,10) | Uniform distribution |
| runif(10, min=2, max=7) | 2+5\*rand(1,10) | Uniform: Numbers between 2 and 7 |
| matrix(runif(36),6) | rand(6) | Uniform: 6,6 array |
| rnorm(10) | randn(1,10) | Normal distribution |

### Vectors

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a <- c(2,3,4,5) | a=[2 3 4 5]; | Row vector, $1 \times n$-matrix |
| adash <- t(c(2,3,4,5)) | adash=[2 3 4 5]'; | Column vector, $m \times 1$-matrix |

### Sequences

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| seq(10) *or* 1:10 | 1:10 | 1,2,3, ... ,10 |
| seq(0,length=10) | 0:9 | 0.0,1.0,2.0, ... ,9.0 |
| seq(1,10,by=3) | 1:3:10 | 1,4,7,10 |
| seq(10,1) *or* 10:1 | 10:-1:1 | 10,9,8, ... ,1 |
| seq(from=10,to=1,by=-3) | 10:-3:1 | 10,7,4,1 |
| seq(1,10,length=7) | linspace(1,10,7) | Linearly spaced vector of n=7 points |
| rev(a) | reverse(a) | Reverse |
|  | a(:) = 3 | Set all values to same scalar value |

### Concatenation (vectors)

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| c(a,a) | [a a] | Concatenate two vectors |
| c(1:4,a) | [1:4 a] |  |

### Repeating

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| rep(a,times=2) | [a a] | 1 2 3, 1 2 3 |
| rep(a,each=3) |  | 1 1 1, 2 2 2, 3 3 3 |
| rep(a,a) |  | 1, 2 2, 3 3 3 |

### Miss those elements out

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a[-1] | a(2:end) | miss the first element |
| a[-10] | a([1:9]) | miss the tenth element |
| a[-seq(1,50,3)] |  | miss 1,4,7, ... |
|  | a(end) | last element |
|  | a(end-1:end) | last two elements |

### Maximum and minimum

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| pmax(a,b) | max(a,b) | pairwise max |
| max(a,b) | max([a b]) | max of all values in two vectors |
| v <- max(a) ; i <- which.max(a) | [v,i] = max(a) |  |

### Vector multiplication

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a\*a | a.\*a | Multiply two vectors |
|  | dot(u,v) | Vector dot product, $u \cdot v$ |

### Matrices

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| rbind(c(2,3),c(4,5)) array(c(2,3,4,5), dim=c(2,2)) | a = [2 3;4 5] | Define a matrix |

### Concatenation (matrices); rbind and cbind

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| rbind(a,b) | [a ; b] | Bind rows |
| cbind(a,b) | [a , b] | Bind columns |
|  | [a(:), b(:)] | Concatenate matrices into one vector |
| rbind(1:4,1:4) | [1:4 ; 1:4] | Bind rows (from vectors) |
| cbind(1:4,1:4) | [1:4 ; 1:4]' | Bind columns (from vectors) |

### Array creation

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| matrix(0,3,5) *or* array(0,c(3,5)) | zeros(3,5) | 0 filled array |
| matrix(1,3,5) *or* array(1,c(3,5)) | ones(3,5) | 1 filled array |
| matrix(9,3,5) *or* array(9,c(3,5)) | ones(3,5)\*9 | Any number filled array |
| diag(1,3) | eye(3) | Identity matrix |
| diag(c(4,5,6)) | diag([4 5 6]) | Diagonal |
|  | magic(3) | Magic squares; Lo Shu |

### Reshape and flatten matrices

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| matrix(1:6,nrow=3,byrow=T) | reshape(1:6,3,2)'; | Reshaping (rows first) |
| matrix(1:6,nrow=2) array(1:6,c(2,3)) | reshape(1:6,2,3); | Reshaping (columns first) |
| as.vector(t(a)) | a'(:) | Flatten to vector (by rows, like comics) |
| as.vector(a) | a(:) | Flatten to vector (by columns) |
| a[row(a) <= col(a)] | vech(a) | Flatten upper triangle (by columns) |

### Shared data (slicing)

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| b = a | b = a | Copy of a |

### Indexing and accessing elements (Python: slicing)

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a <- rbind(c(11, 12, 13, 14), c(21, 22, 23, 24), c(31, 32, 33, 34)) | a = [ 11 12 13 14 ... 21 22 23 24 ... 31 32 33 34 ] | Input is a 3,4 array |
| a[2,3] | a(2,3) | Element 2,3 (row,col) |
| a[1,] | a(1,:) | First row |
| a[,1] | a(:,1) | First column |
|  | a([1 3],[1 4]); | Array as indices |
| a[-1,] | a(2:end,:) | All, except first row |
|  | a(end-1:end,:) | Last two rows |
|  | a(1:2:end,:) | Strides: Every other row |
| a[-2,-3] |  | All, except row,column (2,3) |
| a[,-2] | a(:,[1 3 4]) | Remove one column |

### Assignment

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a[,1] <- 99 | a(:,1) = 99 |  |
| a[,1] <- c(99,98,97) | a(:,1) = [99 98 97]' |  |
| a[a>90] <- 90 | a(a>90) = 90; | Clipping: Replace all elements over 90 |

### Transpose and inverse

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| t(a) | a' | Transpose |
|  | a.' *or* transpose(a) | Non-conjugate transpose |
| det(a) | det(a) | Determinant |
| solve(a) | inv(a) | Inverse |
| ginv(a) | pinv(a) | Pseudo-inverse |
|  | norm(a) | Norms |
| eigen(a)$values | eig(a) | Eigenvalues |
| svd(a)$d | svd(a) | Singular values |
|  | chol(a) | Cholesky factorization |
| eigen(a)$vectors | [v,l] = eig(a) | Eigenvectors |
| rank(a) | rank(a) | Rank |

### Sum

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| apply(a,2,sum) | sum(a) | Sum of each column |
| apply(a,1,sum) | sum(a') | Sum of each row |
| sum(a) | sum(sum(a)) | Sum of all elements |
| apply(a,2,cumsum) | cumsum(a) | Cumulative sum (columns) |

### Sorting

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
|  | a = [ 4 3 2 ; 2 8 6 ; 1 4 7 ] | Example data |
| t(sort(a)) | sort(a(:)) | Flat and sorted |
| apply(a,2,sort) | sort(a) | Sort each column |
| t(apply(a,1,sort)) | sort(a')' | Sort each row |
|  | sortrows(a,1) | Sort rows (by first row) |
| order(a) |  | Sort, return indices |

### Maximum and minimum

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| apply(a,2,max) | max(a) | max in each column |
| apply(a,1,max) | max(a') | max in each row |
| max(a) | max(max(a)) | max in array |
| i <- apply(a,1,which.max) | [v i] = max(a) | return indices, i |
| pmax(b,c) | max(b,c) | pairwise max |
| apply(a,2,cummax) | cummax(a) |  |

### Matrix manipulation

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a[,4:1] | fliplr(a) | Flip left-right |
| a[3:1,] | flipud(a) | Flip up-down |
|  | rot90(a) | Rotate 90 degrees |
| kronecker(matrix(1,2,3),a) | repmat(a,2,3) kron(ones(2,3),a) | Repeat matrix: [ a a a ; a a a ] |
| a[lower.tri(a)] <- 0 | triu(a) | Triangular, upper |
| a[upper.tri(a)] <- 0 | tril(a) | Triangular, lower |

### Equivalents to "size"

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| dim(a) | size(a) | Matrix dimensions |
| ncol(a) | size(a,2) *or* length(a) | Number of columns |
| prod(dim(a)) | length(a(:)) | Number of elements |
|  | ndims(a) | Number of dimensions |
| object.size(a) |  | Number of bytes used in memory |

### Matrix- and elementwise- multiplication

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a \* b | a .\* b | Elementwise operations |
| a %\*% b | a \* b | Matrix product (dot product) |
| outer(a,b) *or* a %o% b |  | Outer product |
| crossprod(a,b) *or* t(a) %\*% b |  | Cross product |
| kronecker(a,b) | kron(a,b) | Kronecker product |
|  | a / b | Matrix division, $b{\cdot}a^{-1}$ |
| solve(a,b) | a \ b | Left matrix division, $b^{-1}{\cdot}a$ \newline (solve linear equations) |

### Find; conditional indexing

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| which(a != 0) | find(a) | Non-zero elements, indices |
| which(a != 0, arr.ind=T) | [i j] = find(a) | Non-zero elements, array indices |
| ij <- which(a != 0, arr.ind=T); v <- a[ij] | [i j v] = find(a) | Vector of non-zero values |
| which(a>5.5) | find(a>5.5) | Condition, indices |
| ij <- which(a>5.5, arr.ind=T); v <- a[ij] |  | Return values |
|  | a .\* (a>5.5) | Zero out elements above 5.5 |

### Multi-way arrays

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
|  | a = cat(3, [1 2; 1 2],[3 4; 3 4]); | Define a 3-way array |
|  | a(1,:,:) |  |

### File input and output

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| f <- read.table("data.txt") | f = load('data.txt') | Reading from a file (2d) |
| f <- read.table("data.txt") | f = load('data.txt') | Reading from a file (2d) |
| f <- read.table(file="data.csv", sep=";") | x = dlmread('data.csv', ';') | Reading fram a CSV file (2d) |
| write(f,file="data.txt") | save -ascii data.txt f | Writing to a file (2d) |

### Plotting

### Basic x-y plots

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| plot(a, type="l") | plot(a) | 1d line plot |
| plot(x[,1],x[,2]) | plot(x(:,1),x(:,2),'o') | 2d scatter plot |
|  | plot(x1,y1, x2,y2) | Two graphs in one plot |
| plot(x1,y1) matplot(x2,y2,add=T) | plot(x1,y1) hold on plot(x2,y2) | Overplotting: Add new plots to current |
|  | subplot(211) | subplots |
| plot(x,y,type="b",col="red") | plot(x,y,'ro-') | Plotting symbols and color |

### Axes and titles

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| grid() | grid on | Turn on grid lines |
| plot(c(1:10,10:1), asp=1) | axis equal axis('equal') replot | 1:1 aspect ratio |
| plot(x,y, xlim=c(0,10), ylim=c(0,5)) | axis([ 0 10 0 5 ]) | Set axes manually |
| plot(1:10, main="title", xlab="x-axis", ylab="y-axis") | title('title') xlabel('x-axis') ylabel('y-axis') | Axis labels and titles |

### Log plots

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| plot(x,y, log="y") | semilogy(a) | logarithmic y-axis |
| plot(x,y, log="x") | semilogx(a) | logarithmic x-axis |
| plot(x,y, log="xy") | loglog(a) | logarithmic x and y axes |

### Filled plots and bar plots

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| plot(t,s, type="n", xlab="", ylab="") polygon(t,s, col="lightblue") polygon(t,c, col="lightgreen") | fill(t,s,'b', t,c,'g') % fill has a bug? | Filled plot |
| stem(x[,3]) |  | Stem-and-Leaf plot |

### Functions

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| f <- function(x) sin(x/3) - cos(x/5) | f = inline('sin(x/3) - cos(x/5)') | Defining functions |
| plot(f, xlim=c(0,40), type='p') | ezplot(f,[0,40]) fplot('sin(x/3) - cos(x/5)',[0,40]) % no ezplot | Plot a function for given range |

### Polar plots

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
|  | theta = 0:.001:2\*pi; r = sin(2\*theta); |  |
|  | polar(theta, rho) |  |

### Histogram plots

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| hist(rnorm(1000)) | hist(randn(1000,1)) |  |
| hist(rnorm(1000), breaks= -4:4) | hist(randn(1000,1), -4:4) |  |
| hist(rnorm(1000), breaks=c(seq(-5,0,0.25), seq(0.5,5,0.5)), freq=F) |  |  |
| plot(apply(a,1,sort),type="l") | plot(sort(a)) |  |

### 3d data

### Contour and image plots

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| contour(z) | contour(z) | Contour plot |
| filled.contour(x,y,z, nlevels=7, color=gray.colors) | contourf(z); colormap(gray) | Filled contour plot |
| image(z, col=gray.colors(256)) | image(z) colormap(gray) | Plot image data |
|  | quiver() | Direction field vectors |

### Perspective plots of surfaces over the x-y plane

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| f <- function(x,y) x\*exp(-x^2-y^2) n <- seq(-2,2, length=40) z <- outer(n,n,f) | n=-2:.1:2; [x,y] = meshgrid(n,n); z=x.\*exp(-x.^2-y.^2); |  |
| persp(x,y,z, theta=30, phi=30, expand=0.6, ticktype='detailed') | mesh(z) | Mesh plot |
| persp(x,y,z, theta=30, phi=30, expand=0.6, col='lightblue', shade=0.75, ltheta=120, ticktype='detailed') | surf(x,y,z) *or* surfl(x,y,z) % no surfl() | Surface plot |

### Scatter (cloud) plots

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| cloud(z~x\*y) | plot3(x,y,z,'k+') | 3d scatter plot |

### Save plot to a graphics file

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| postscript(file="foo.eps") plot(1:10) dev.off() | plot(1:10) print -depsc2 foo.eps gset output "foo.eps" gset terminal postscript eps plot(1:10) | PostScript |
| pdf(file='foo.pdf') |  | PDF |
| devSVG(file='foo.svg') |  | SVG (vector graphics for www) |
| png(filename = "Rplot%03d.png" | print -dpng foo.png | PNG (raster graphics) |

### Data analysis

### Set membership operators

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| a <- c(1,2,2,5,2) b <- c(2,3,4) | a = [ 1 2 2 5 2 ]; b = [ 2 3 4 ]; | Create sets |
| unique(a) | unique(a) | Set unique |
| union(a,b) | union(a,b) | Set union |
| intersect(a,b) | intersect(a,b) | Set intersection |
| setdiff(a,b) | setdiff(a,b) | Set difference |
| setdiff(union(a,b),intersect(a,b)) | setxor(a,b) | Set exclusion |
| is.element(2,a) *or* 2 %in% a | ismember(2,a) | True for set member |

### Statistics

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| apply(a,2,mean) | mean(a) | Average |
| apply(a,2,median) | median(a) | Median |
| apply(a,2,sd) | std(a) | Standard deviation |
| apply(a,2,var) | var(a) | Variance |
| cor(x,y) | corr(x,y) | Correlation coefficient |
| cov(x,y) | cov(x,y) | Covariance |

### Interpolation and regression

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| z <- lm(y~x) plot(x,y) abline(z) | z = polyval(polyfit(x,y,1),x) plot(x,y,'o', x,z ,'-') | Straight line fit |
| solve(a,b) | a = x\y | Linear least squares $y = ax + b$ |
|  | polyfit(x,y,3) | Polynomial fit |

### Non-linear methods

### Polynomials, root finding

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| polyroot(c(1,-1,-1)) | roots([1 -1 -1]) | Find zeros of polynomial |
|  | f = inline('1/x - (x-1)') fzero(f,1) | Find a zero near $x = 1$ |
|  | solve('1/x = x-1') | Solve symbolic equations |
|  | polyval([1 2 1 2],1:10) | Evaluate polynomial |

### Differential equations

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
|  | diff(a) | Discrete difference function and approximate derivative |
|  |  | Solve differential equations |

### Fourier analysis

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| fft(a) | fft(a) | Fast fourier transform |
| fft(a, inverse=TRUE) | ifft(a) | Inverse fourier transform |

### Symbolic algebra; calculus

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
|  | factor() | Factorization |

### Programming

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| .R | .m | Script file extension |
| # | % % *or* # | Comment symbol (rest of line) |
| library(RSvgDevice) | % must be in MATLABPATH % must be in LOADPATH | Import library functions |
| string <- "a <- 234" eval(parse(text=string)) | string='a=234'; eval(string) | Eval |

### Loops

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| for(i in 1:5) print(i) | for i=1:5; disp(i); end | for-statement |
| for(i in 1:5) { print(i) print(i\*2) } | for i=1:5 disp(i) disp(i\*2) end | Multiline for statements |

### Conditionals

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| if (1>0) a <- 100 | if 1>0 a=100; end | if-statement |
|  | if 1>0 a=100; else a=0; end | if-else-statement |
| ifelse(a>0,a,0) |  | Ternary operator (if?true:false) |

### Debugging

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| .Last.value | ans | Most recent evaluated expression |
| objects() | whos *or* who | List variables loaded into memory |
| rm(x) | clear x *or* clear [all] | Clear variable $x$ from memory |
| print(a) | disp(a) | Print |

### Working directory and OS

|  |  |  |
| --- | --- | --- |
| **R/S-Plus** | **MATLAB/Octave** | **Description** |
| list.files() *or* dir() | dir *or* ls | List files in directory |
| list.files(pattern="\.r$") | what | List script files in directory |
| getwd() | pwd | Displays the current working directory |
| setwd('foo') | cd foo | Change working directory |
| system("notepad") | !notepad system("notepad") | Invoke a System Command |
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Optimization:

Method "SANN" is by default a variant of simulated annealing given in Belisle (1992). Simulated-annealing belongs to the class of stochastic global optimization methods. It uses only function values but is relatively slow. It will also work for non-differentiable functions. This implementation uses the Metropolis function for the acceptance probability. By default the next candidate point is generated from a Gaussian Markov kernel with scale proportional to the actual temperature. If a function to generate a new candidate point is given, method "SANN" can also be used to solve combinatorial optimization problems. Temperatures are decreased according to the logarithmic cooling schedule as given in Belisle (1992, p. 890); specifically, the temperature is set to temp / log(((t-1) %/% tmax)\*tmax + exp(1)), where t is the current iteration step and temp and tmax are specifiable via control, see below. Note that the "SANN" method depends critically on the settings of the control parameters. It is not a general-purpose method but can be very useful in getting to a good value on a very rough surface.

The default method is an implementation of that of Nelder and Mead (1965), that uses only function values and is robust but relatively slow. It will work reasonably well for non-differentiable functions.

Method "BFGS" is a quasi-Newton method (also known as a variable metric algorithm), specifically that published simultaneously in 1970 by Broyden, Fletcher, Goldfarb and Shanno. This uses function values and gradients to build up a picture of the surface to be optimized.

Method "CG" is a conjugate gradients method based on that by Fletcher and Reeves (1964) (but with the option of Polak–Ribiere or Beale–Sorenson updates). Conjugate gradient methods will generally be more fragile than the BFGS method, but as they do not store a matrix they may be successful in much larger optimization problems.

Method "L-BFGS-B" is that of Byrd et. al. (1995) which allows box constraints, that is each variable can be given a lower and/or upper bound. The initial value must satisfy the constraints. This uses a limited-memory modification of the BFGS quasi-Newton method. If non-trivial bounds are supplied, this method will be selected, with a warning.

Nocedal and Wright (1999) is a comprehensive reference for the previous three methods.

# [Moving beyond R's optim function](http://stackoverflow.com/questions/3757321/moving-beyond-rs-optim-function)

Tried with the nlm() function already? Don't know if it's much faster, but it does improve speed. Also check the options. optim uses a slow algorithm as the default. You can gain a > 5-fold speedup by using the Quasi-Newton algorithm (method="BFGS") instead of the default. If you're not concerned too much about the last digits, you can also set the tolerance levels higher of nlm() to gain extra speed.

f <- function(x) sum((x-1:length(x))^2)

a <- 1:5

system.time(replicate(500,

optim(a,f)

))

user system elapsed

0.78 0.00 0.79

system.time(replicate(500,

optim(a,f,method="BFGS")

))

user system elapsed

0.11 0.00 0.11

system.time(replicate(500,

nlm(f,a)

))

user system elapsed

0.10 0.00 0.09

system.time(replicate(500,

nlm(f,a,steptol=1e-4,gradtol=1e-4)

))

user system elapsed

0.03 0.00 0.03

|  |  |
| --- | --- |
| constrOptim {stats} | R Documentation |

## Linearly Constrained Optimization

### Description

Minimise a function subject to linear inequality constraints using an adaptive barrier algorithm.

### Usage

constrOptim(theta, f, grad, ui, ci, mu = 1e-04, control = list(),

method = if(is.null(grad)) "Nelder-Mead" else "BFGS",

outer.iterations = 100, outer.eps = 1e-05, ...,

hessian = FALSE)

### Arguments

|  |  |
| --- | --- |
| theta | numeric (vector) starting value (of length *p*): must be in the feasible region. |
| f | function to minimise (see below). |
| grad | gradient of f (a [function](http://stat.ethz.ch/R-manual/R-patched/library/base/html/function.html) as well), or NULL (see below). |
| ui | constraint matrix (*k x p*), see below. |
| ci | constraint vector of length *k* (see below). |
| mu | (Small) tuning parameter. |
| control, method, hessian | passed to [optim](http://stat.ethz.ch/R-manual/R-patched/library/stats/html/optim.html). |
| outer.iterations | iterations of the barrier algorithm. |
| outer.eps | non-negative number; the relative convergence tolerance of the barrier algorithm. |
| ... | Other named arguments to be passed to f and grad: needs to be passed through [optim](http://stat.ethz.ch/R-manual/R-patched/library/stats/html/optim.html) so should not match its argument names. |

### Details

The feasible region is defined by ui %\*% theta - ci >= 0. The starting value must be in the interior of the feasible region, but the minimum may be on the boundary.

A logarithmic barrier is added to enforce the constraints and then [optim](http://stat.ethz.ch/R-manual/R-patched/library/stats/html/optim.html) is called. The barrier function is chosen so that the objective function should decrease at each outer iteration. Minima in the interior of the feasible region are typically found quite quickly, but a substantial number of outer iterations may be needed for a minimum on the boundary.

The tuning parameter mu multiplies the barrier term. Its precise value is often relatively unimportant. As mu increases the augmented objective function becomes closer to the original objective function but also less smooth near the boundary of the feasible region.

Any optim method that permits infinite values for the objective function may be used (currently all but "L-BFGS-B").

The objective function f takes as first argument the vector of parameters over which minimisation is to take place. It should return a scalar result. Optional arguments ... will be passed to optim and then (if not used byoptim) to f. As with optim, the default is to minimise, but maximisation can be performed by setting control$fnscale to a negative value.

The gradient function grad must be supplied except with method = "Nelder-Mead". It should take arguments matching those of f and return a vector containing the gradient.

### Value

As for [optim](http://stat.ethz.ch/R-manual/R-patched/library/stats/html/optim.html), but with two extra components: barrier.value giving the value of the barrier function at the optimum and outer.iterations gives the number of outer iterations (calls to optim). The countscomponent contains the sum of all [optim](http://stat.ethz.ch/R-manual/R-patched/library/stats/html/optim.html)()$counts.

### Examples

## from optim

fr <- function(x) { ## Rosenbrock Banana function

x1 <- x[1]

x2 <- x[2]

100 \* (x2 - x1 \* x1)^2 + (1 - x1)^2

}

grr <- function(x) { ## Gradient of 'fr'

x1 <- x[1]

x2 <- x[2]

c(-400 \* x1 \* (x2 - x1 \* x1) - 2 \* (1 - x1),

200 \* (x2 - x1 \* x1))

}

optim(c(-1.2,1), fr, grr)

#Box-constraint, optimum on the boundary

constrOptim(c(-1.2,0.9), fr, grr, ui = rbind(c(-1,0), c(0,-1)), ci = c(-1,-1))

# x <= 0.9, y - x > 0.1

constrOptim(c(.5,0), fr, grr, ui = rbind(c(-1,0), c(1,-1)), ci = c(-0.9,0.1))

## Solves linear and quadratic programming problems

## but needs a feasible starting value

#

# from example(solve.QP) in 'quadprog'

# no derivative

fQP <- function(b) {-sum(c(0,5,0)\*b)+0.5\*sum(b\*b)}

Amat <- matrix(c(-4,-3,0,2,1,0,0,-2,1), 3, 3)

bvec <- c(-8, 2, 0)

constrOptim(c(2,-1,-1), fQP, NULL, ui = t(Amat), ci = bvec)

# derivative

gQP <- function(b) {-c(0, 5, 0) + b}

constrOptim(c(2,-1,-1), fQP, gQP, ui = t(Amat), ci = bvec)

## Now with maximisation instead of minimisation

hQP <- function(b) {sum(c(0,5,0)\*b)-0.5\*sum(b\*b)}

constrOptim(c(2,-1,-1), hQP, NULL, ui = t(Amat), ci = bvec,

control = list(fnscale = -1))

# [How to set limits using constrOptim in R?](http://stats.stackexchange.com/questions/27030/how-to-set-limits-using-constroptim-in-r)

Your constraints are of two types, either θi≥ai, or θi≤bi. The first ones are already in the right form (and the matrix ui is just the identity matrix), while the others can be written as −θi≥−bi: ui is then −In and ci is −b.

# Constraints

bounds <- matrix(c(

0,5,

0,Inf,

0,Inf,

0,1

), nc=2, byrow=TRUE)

colnames(bounds) <- c("lower", "upper")

# Convert the constraints to the ui and ci matrices

n <- nrow(bounds)

ui <- rbind( diag(n), -diag(n) )

ci <- c( bounds[,1], - bounds[,2] )

# Remove the infinite values

i <- as.vector(is.finite(bounds))

ui <- ui[i,]

ci <- ci[i]

# Constrained minimization

f <- function(u) sum((u+1)^2)

constrOptim(c(1,1,.01,.1), f, grad=NULL, ui=ui, ci=ci)

We can check how the constraint matrices ci and ui are interpreted:

# Print the constraints

k <- length(ci)

n <- dim(ui)[2]

for(i in seq\_len(k)) {

j <- which( ui[i,] != 0 )

cat(paste( ui[i,j], " \* ", "x[", (1:n)[j], "]", sep="", collapse=" + " ))

cat(" >= " )

cat( ci[i], "\n" )

}

# 1 \* x[1] >= 0

# 1 \* x[2] >= 0

# 1 \* x[3] >= 0

# 1 \* x[4] >= 0

# -1 \* x[1] >= -5

# -1 \* x[4] >= -1

Some of the algorithms in optim allow you to specify the lower and upper bounds directly: that is probably easier to use.

# [Apply function to xts object](http://stackoverflow.com/questions/12015741/apply-function-to-xts-object)

When you call apply with MARGIN=1, it's like passing each row to FUN. Your function is already vectorized, so you don't need to use apply. However, your function does not return anything. Try this:

library(quantmod)

getSymbols("SPY", src='yahoo', from='2010-01-01', to='2012-01-01')

dat <- cbind(Ad(SPY), SMA=SMA(Ad(SPY)))

signal<-function(x,y,z)

{

z$signals<-ifelse(x>y,1,0)

z

}

tail(signal(dat[, 1], dat[, 2], dat))

# SPY.Adjusted SMA signals

#2011-12-22 124.08 121.693 1

#2011-12-23 125.19 121.805 1

#2011-12-27 125.29 122.108 1

#2011-12-28 123.64 122.361 1

#2011-12-29 124.92 122.871 1

#2011-12-30 124.31 123.276 1

Actually, I try to avoid ifelse in situations like these because it is slower than doing this

signal<-function(x,y,z)

{

z$signals <- 0

z$signals[x > y] <- 1

z

}

# DEoptim.control {DEoptim}

**Control various aspects of the DEoptim implementation**

**Package:**

 DEoptim

**Version:**

 2.2-2

### Description

Allow the user to set some characteristics of the Differential Evolution optimization algorithm implemented in[DEoptim](http://inside-r.org/packages/cran/DEoptim).

### Usage

DEoptim.control(VTR = -Inf, strategy = 2, bs = FALSE, NP = NA,

itermax = 200, CR = 0.5, F = 0.8, trace = TRUE, initialpop = NULL,

storepopfrom = itermax + 1, storepopfreq = 1, p = 0.2, c = 0, reltol,

steptol, parallelType = 0, packages = c(), parVar = c(),

foreachArgs = list())

### Arguments

VTR

the value to be reached. The optimization process will stop if either the maximum number of iterationsitermax is reached or the best parameter vector bestmem has found a value fn(bestmem) <= VTR. Default to -**Inf**.

strategy

defines the Differential Evolution strategy used in the optimization procedure:  
1: DE / rand / 1 / bin (classical strategy)  
2: DE / local-to-best / 1 / bin (default)  
3: DE / best / 1 / bin with jitter  
4: DE / rand / 1 / bin with per-vector-dither  
5: DE / rand / 1 / bin with per-generation-dither  
6: DE / current-to-p-best / 1  
any value not above: variation to DE / rand / 1 / bin: either-or-algorithm. Default strategy is currently 2. See \*Details\*.

bs

if **FALSE** then every mutant will be tested against a member in the previous generation, and the best value will proceed into the next generation (this is standard trial vs. target selection). If **TRUE** then the old generation and NP mutants will be sorted by their associated objective function values, and the best NPvectors will proceed into the next generation (best of parent and child selection). Default is **FALSE**.

NP

number of population members. Defaults to **NA**; if the user does not change the value of NP from **NA** or specifies a value less than 4 it is reset when [DEoptim](http://inside-r.org/packages/cran/DEoptim) is called as 10\*[**length**](http://inside-r.org/r-doc/base/length)(lower). For many problems it is best to set NP to be at least 10 times the length of the parameter vector.

itermax

the maximum iteration (population generation) allowed. Default is 200.

CR

crossover probability from interval [0,1]. Default to 0.5.

F

differential weighting factor from interval [0,2]. Default to 0.8.

trace

Positive integer or logical value indicating whether printing of progress occurs at each iteration. The default value is **TRUE**. If a positive integer is specified, printing occurs every [**trace**](http://inside-r.org/r-doc/base/trace) iterations.

initialpop

an initial population used as a starting population in the optimization procedure. May be useful to speed up the convergence. Default to **NULL**. If given, each member of the initial population should be given as a row of a numeric matrix, so that initialpop is a matrix with NP rows and a number of columns equal to the length of the parameter vector to be optimized.

storepopfrom

from which generation should the following intermediate populations be stored in memory. Default toitermax + 1, i.e., no intermediate population is stored.

storepopfreq

the frequency with which populations are stored. Default to 1, i.e., every intermediate population is stored.

p

when strategy = 6, the top (100 \* p)% best solutions are used in the mutation. p must be defined in (0,1].

c

[**c**](http://inside-r.org/r-doc/base/c) controls the speed of the crossover adaptation. Higher values of [**c**](http://inside-r.org/r-doc/base/c) give more weight to the current successful mutations. [**c**](http://inside-r.org/r-doc/base/c) must be defined in (0,1].

reltol

relative convergence tolerance. The algorithm stops if it is unable to reduce the value by a factor ofreltol \* ([**abs**](http://inside-r.org/r-doc/base/abs)(val) +    reltol) after steptol steps. Defaults to[**sqrt**](http://inside-r.org/r-doc/base/sqrt)([**.Machine**](http://inside-r.org/r-doc/base/.Machine)$double.eps), typically about 1e-8.

steptol

see reltol. Defaults to itermax.

parallelType

Defines the type of parallelization to employ, if any.  : The default, this uses [DEoptim](http://inside-r.org/packages/cran/DEoptim) one only one core.1: This uses all available cores, via the parallel package, to run [DEoptim](http://inside-r.org/packages/cran/DEoptim). If parallelType=1, then thepackages argument and the parVar argument need to specify the packages required by the objective function and the variables required in the environment, respectively. 2: This uses the foreach package for parallelism; see the sandbox directory in the source code for examples. If parallelType=1, then theforeachArgs argument can pass the options to be called with foreach.

packages

Used if parallelType=1; a list of package names (as strings) that need to be loaded for use by the objective function.

parVar

Used if parallelType=1; a list of variable names (as strings) that need to exist in the environment for use by the objective function or are used as arguments by the objective function.

foreachArgs

A list of named arguments for the foreach function from the package foreach. The arguments i,.combine and .export are not possible to set here; they are set internally.

### Details

This defines the Differential Evolution strategy used in the optimization procedure, described below in the terms used by Price et al. (2006); see also Mullen et al. (2009) for details.

* strategy = 1: DE / rand / 1 / bin.   
  This strategy is the classical approach for DE, and is described in [DEoptim](http://inside-r.org/packages/cran/DEoptim).
* strategy = 2: DE / local-to-best / 1 / bin.   
  In place of the classical DE mutation the expression is used, where old\_i,g and best\_g are the i-th member and best member, respectively, of the previous population. This strategy is currently used by default.
* strategy = 3: DE / best / 1 / bin with jitter.  
  In place of the classical DE mutation the expression is used, where jitter is defined as 0.0001 \* rand + F.
* strategy = 4: DE / rand / 1 / bin with per vector dither.  
  In place of the classical DE mutation the expression is used, where dither is calculated as F + \code{rand} \* (1 - F).
* strategy = 5: DE / rand / 1 / bin with per generation dither.  
  The strategy described for 4 is used, but dither is only determined once per-generation.
* strategy = 6: DE / current-to-p-best / 1.  
  The top (100\*p) percent best solutions are used in the mutation, where p is defined in (0,1].
* any value not above: variation to DE / rand / 1 / bin: either-or algorithm.  
  In the case that rand < 0.5, the classical strategy strategy = 1 is used. Otherwise, the expression is used.

Several conditions can cause the optimization process to stop:

* if the best parameter vector (bestmem) produces a value less than or equal to VTR (i.e. fn(bestmem)<= VTR), or
* if the maximum number of iterations is reached (itermax), or
* if a number (steptol) of consecutive iterations are unable to reduce the best function value by a certain amount (reltol \*       ([**abs**](http://inside-r.org/r-doc/base/abs)(val) + reltol)). 100\*reltol is approximately the percent change of the objective value required to consider the parameter set an improvement over the current best member.

Zhang and Sanderson (2009) define several extensions to the DE algorithm, including strategy 6, DE/current-to-p-best/1. They also define a self-adaptive mechanism for the other control parameters. This self-adaptation will speed convergence on many problems, and is defined by the control parameter [**c**](http://inside-r.org/r-doc/base/c). If [**c**](http://inside-r.org/r-doc/base/c) is non-zero, crossover and mutation will be adapted by the algorithm. Values in the range of [**c**](http://inside-r.org/r-doc/base/c)=.05 to [**c**](http://inside-r.org/r-doc/base/c)=.5appear to work best for most problems, though the adaptive algorithm is robust to a wide range of [**c**](http://inside-r.org/r-doc/base/c).

### Values

The default value of [**control**](http://inside-r.org/r-doc/boot/control) is the return value of DEoptim.control(), which is a list (and a member of the S3 class DEoptim.control) with the above elements.
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### Note

Further details and examples of the R package DEoptim can be found in Mullen et al. (2011) and Ardia et al. (2011a, 2011b) or look at the package's vignette by typing [**vignette**](http://inside-r.org/r-doc/utils/vignette)("DEoptim"). Also, an illustration of the package usage for a high-dimensional non-linear portfolio optimization problem is available by typing[**vignette**](http://inside-r.org/r-doc/utils/vignette)("DEoptimPortfolioOptimization").

Please cite the package in publications. Use [**citation**](http://inside-r.org/r-doc/utils/citation)("DEoptim").

### See Also

[DEoptim](http://inside-r.org/packages/cran/DEoptim) and DEoptim-[**methods**](http://inside-r.org/r-doc/utils/methods).

### Examples

*## set the population size to 20*

DEoptim.control(NP = 20)

*## set the population size, the number of iterations and don't*

*## display the iterations during optimization*

DEoptim.control(NP = 20, itermax = 100, [**trace**](http://inside-r.org/r-doc/base/trace) = **FALSE**)

### Author(s)

David Ardia, Katharine Mullen [mullenkate@gmail.com](mailto://mullenkate@gmail.com), Brian Peterson and Joshua Ulrich.

*Documentation reproduced from package DEoptim, version 2.2-2. License: GPL (>= 2)*

# DEoptim {DEoptim}

**Differential Evolution Optimization**

**Package:**

 DEoptim

**Version:**

 2.2-2

### Description

Performs evolutionary global optimization via the Differential Evolution algorithm.

### Usage

DEoptim(fn, lower, upper, control = DEoptim.control(), ..., fnMap=NULL)

### Arguments

fn

the function to be optimized (minimized). The function should have as its first argument the vector of real-valued parameters to optimize, and return a scalar real result. **NA** and **NaN** values are not allowed.

lower, upper

two vectors specifying scalar real lower and upper bounds on each parameter to be optimized, so that the i-th element of lower and upper applies to the i-th parameter. The implementation searches between lower and upper for the global optimum (minimum) of fn.

control

a list of control parameters; see DEoptim.control.

fnMap

an optional function that will be run after each population is created, but before the population is passed to the objective function. This allows the user to impose integer/cardinality constriants.

...

further arguments to be passed to fn.

### Details

[DEoptim](http://inside-r.org/packages/cran/DEoptim) performs optimization (minimization) of fn.

The [**control**](http://inside-r.org/r-doc/boot/control) argument is a list; see the help file for DEoptim.control for details.

The R implementation of Differential Evolution (DE), DEoptim, was first published on the Comprehensive RArchive Network (CRAN) in 2005 by David Ardia. Early versions were written in pure R. Since version 2.0-0 (published to CRAN in 2009) the package has relied on an interface to a C implementation of DE, which is significantly faster on most problems as compared to the implementation in pure R. The C interface is in many respects similar to the MS Visual C++ v5.0 implementation of the Differential Evolution algorithm distributed with the book Differential Evolution -- A Practical Approach to Global Optimization by Price, K.V., Storn, R.M., Lampinen J.A, Springer-Verlag, 2006, and found on-line at <http://www.icsi.berkeley.edu/~storn/>. Since version 2.0-3 the C implementation dynamically allocates the memory required to store the population, removing limitations on the number of members in the population and length of the parameter vectors that may be optimized. Since version 2.2-0, the package allows for parallel operation, so that the evaluations of the objective function may be performed using all available cores. This is accomplished using either the built-in parallel package or the foreach package. If parallel operation is desired, the user should set parallelType and make sure that the arguments and packages needed by the objective function are available; see DEoptim.control, the example below and examples in the sandbox directory for details. Since becoming publicly available, the package DEoptim has been used by several authors to solve optimization problems arising in diverse domains; see Mullen et al. (2011) for a review. To perform a maximization (instead of minimization) of a given function, simply define a new function which is the opposite of the function to maximize and apply [DEoptim](http://inside-r.org/packages/cran/DEoptim) to it. To integrate additional constraints (other than box constraints) on the parameters x of fn(x), for instance x[1] + x[2]^2 < 2, integrate the constraint within the function to optimize, for instance:

fn <- function(x){ if (x[1] + x[2]^2 >= 2){ r <- Inf else{ ... } return(r) }

This simplistic strategy usually does not work all that well for gradient-based or Newton-type methods. It is likely to be alright when the solution is in the interior of the feasible region, but when the solution is on the boundary, optimization algorithm would have a difficult time converging. Furthermore, when the solution is on the boundary, this strategy would make the algorithm converge to an inferior solution in the interior. However, for methods such as DE which are not gradient based, this strategy might not be that bad.

Note that [DEoptim](http://inside-r.org/packages/cran/DEoptim) stops if any **NA** or **NaN** value is obtained. You have to redefine your function to handle these values (for instance, set **NA** to **Inf** in your objective function).

It is important to emphasize that the result of [DEoptim](http://inside-r.org/packages/cran/DEoptim) is a random variable, i.e., different results may be obtained when the algorithm is run repeatedly with the same settings. Hence, the user should set the random seed if they want to reproduce the results, e.g., by setting **[set.seed](http://inside-r.org/r-doc/base/set.seed)**(1234) before the call of[DEoptim](http://inside-r.org/packages/cran/DEoptim).

[DEoptim](http://inside-r.org/packages/cran/DEoptim) relies on repeated evaluation of the objective function in order to move the population toward a global minimum. Users interested in making [DEoptim](http://inside-r.org/packages/cran/DEoptim) run as fast as possible should consider using the package in parallel mode (so that all CPU's available are used), and also ensure that evaluation of the objective function is as efficient as possible (e.g. by using vectorization in pure R code, or writing parts of the objective function in a lower-level language like C or Fortran). Further details and examples of the Rpackage DEoptim can be found in Mullen et al. (2011) and Ardia et al. (2011a, 2011b) or look at the package's vignette by typing [**vignette**](http://inside-r.org/r-doc/utils/vignette)("DEoptim"). Also, an illustration of the package usage for a high-dimensional non-linear portfolio optimization problem is available by typing[**vignette**](http://inside-r.org/r-doc/utils/vignette)("DEoptimPortfolioOptimization"). Please cite the package in publications. Use[**citation**](http://inside-r.org/r-doc/utils/citation)("DEoptim").

### Values

The output of the function [DEoptim](http://inside-r.org/packages/cran/DEoptim) is a member of the S3 class [DEoptim](http://inside-r.org/packages/cran/DEoptim). More precisely, this is a list (of length 2) containing the following elements:

[**optim**](http://inside-r.org/r-doc/stats/optim), a list containing the following elements:

* bestmem: the best set of parameters found.
* bestval: the value of fn corresponding to bestmem.
* nfeval: number of function evaluations.
* iter: number of procedure iterations.

member, a list containing the following elements:

* lower: the lower boundary.
* upper: the upper boundary.
* bestvalit: the best value of fn at each iteration.
* bestmemit: the best member at each iteration.
* pop: the population generated at the last iteration.
* storepop: a list containing the intermediate populations.

Members of the class [DEoptim](http://inside-r.org/packages/cran/DEoptim) have a [**plot**](http://inside-r.org/r-doc/graphics/plot) method that accepts the argument plot.type.  
plot.type = "bestmemit" results in a plot of the parameter values that represent the lowest value of the objective function each generation. plot.type = "bestvalit" plots the best value of the objective function each generation. Finally, plot.type = "storepop" results in a plot of stored populations (which are only available if these have been saved by setting the [**control**](http://inside-r.org/r-doc/boot/control) argument of [DEoptim](http://inside-r.org/packages/cran/DEoptim) appropriately). Storing intermediate populations allows us to examine the progress of the optimization in detail. A summary method also exists and returns the best parameter vector, the best value of the objective function, the number of generations optimization ran, and the number of times the objective function was evaluated.

### References

Differential Evolution homepage: URL <http://www.icsi.berkeley.edu/~storn/code.html>.

Ardia, D., Boudt, K., Carl, P., Mullen, K.M., Peterson, B.G. (2011) Differential Evolution with DEoptim. An Application to Non-Convex Portfolio Optimization. The R Journal, 3(1), 27-34. URL <http://journal.r-project.org/2011-1/>.

Ardia, D., Ospina Arango, J.D., Giraldo Gomez, N.D. (2011) Jump-Diffusion Calibration using Differential Evolution. Wilmott Magazine, 55 (September), 76-79. URL [http://www.wilmott.com](http://www.wilmott.com/). Mitchell, M. (1998) An Introduction to Genetic Algorithms. The MIT Press. ISBN 0262631857.

Mullen, K.M, Ardia, D., Gil, D., Windover, D., Cline, J. (2011). DEoptim: An R Package for Global Optimization by Differential Evolution. Journal of Statistical Software, 40(6), 1-26. URL<http://www.jstatsoft.org/v40/i06/>.

Price, K.V., Storn, R.M., Lampinen J.A. (2006) Differential Evolution - A Practical Approach to Global Optimization. Berlin Heidelberg: Springer-Verlag. ISBN 3540209506.

Storn, R. and Price, K. (1997) Differential Evolution -- A Simple and Efficient Heuristic for Global Optimization over Continuous Spaces, Journal of Global Optimization, 11:4, 341--359.

### Note

Differential Evolution (DE) is a search heuristic introduced by Storn and Price (1997). Its remarkable performance as a global optimization algorithm on continuous numerical minimization problems has been extensively explored; see Price et al. (2006). DE belongs to the class of genetic algorithms which use biology-inspired operations of crossover, mutation, and selection on a population in order to minimize an objective function over the course of successive generations (see Mitchell, 1998). As with other evolutionary algorithms, DE solves optimization problems by evolving a population of candidate solutions using alteration and selection operators. DE uses floating-point instead of bit-string encoding of population members, and arithmetic operations instead of logical operations in mutation. DE is particularly well-suited to find the global optimum of a real-valued function of real-valued parameters, and does not require that the function be either continuous or differentiable.

Let NP denote the number of parameter vectors (members) x in R^d in the population. In order to create the initial generation, NP guesses for the optimal value of the parameter vector are made, either using random values between lower and upper bounds (defined by the user) or using values given by the user. Each generation involves creation of a new population from the current population members {x\_i | i=1,...,NP}, where i indexes the vectors that make up the population. This is accomplished using differential mutation of the population members. An initial mutant parameter vector v\_i is created by choosing three members of the population, x\_{r\_0}, x\_{r\_1} and x\_{r\_2}, at random. Then v\_i is generated as

v\_i := x\_{r\_0} + F \* (x\_{r\_1} - x\_{r\_2})

where F is the differential weighting factor, effective values for which are typically between 0 and 1. After the first mutation operation, mutation is continued until d mutations have been made, with a crossover probability CR in [0,1]. The crossover probability CR controls the fraction of the parameter values that are copied from the mutant. If an element of the trial parameter vector is found to violate the bounds after mutation and crossover, it is reset in such a way that the bounds are respected (with the specific protocol depending on the implementation). Then, the objective function values associated with the children are determined. If a trial vector has equal or lower objective function value than the previous vector it replaces the previous vector in the population; otherwise the previous vector remains. Variations of this scheme have also been proposed; see Price et al. (2006) and DEoptim.control.

Intuitively, the effect of the scheme is that the shape of the distribution of the population in the search space is converging with respect to size and direction towards areas with high fitness. The closer the population gets to the global optimum, the more the distribution will shrink and therefore reinforce the generation of smaller difference vectors.

As a general advice regarding the choice of NP, F and CR, Storn et al. (2006) state the following: Set the number of parents NP to 10 times the number of parameters, select differential weighting factor F = 0.8 and crossover constant CR = 0.9. Make sure that you initialize your parameter vectors by exploiting their full numerical range, i.e., if a parameter is allowed to exhibit values in the range [-100, 100] it is a good idea to pick the initial values from this range instead of unnecessarily restricting diversity. If you experience misconvergence in the optimization process you usually have to increase the value for NP, but often you only have to adjust F to be a little lower or higher than 0.8. If you increase NP and simultaneously lower F a little, convergence is more likely to occur but generally takes longer, i.e., DE is getting more robust (there is always a convergence speed/robustness trade-off).

DE is much more sensitive to the choice of F than it is to the choice of CR. CR is more like a fine tuning element. High values of CR like CR = 1 give faster convergence if convergence occurs. Sometimes, however, you have to go down as much as CR = 0 to make DE robust enough for a particular problem. For more details on the DE strategy, we refer the reader to Storn and Price (1997) and Price et al. (2006).

### See Also

DEoptim.control for control arguments, DEoptim-[**methods**](http://inside-r.org/r-doc/utils/methods) for methods on [DEoptim](http://inside-r.org/packages/cran/DEoptim) objects, including some examples in plotting the results; **[optim](http://inside-r.org/r-doc/stats/optim)** or **[constrOptim](http://inside-r.org/r-doc/stats/constrOptim)** for alternative optimization algorithms.

### Examples

*## Rosenbrock Banana function*

*## The function has a global minimum f(x) = 0 at the point (1,1).*

*## Note that the vector of parameters to be optimized must be the first*

*## argument of the objective function passed to DEoptim.*

Rosenbrock <- [**function**](http://inside-r.org/r-doc/base/function)(x){

x1 <- x[1]

x2 <- x[2]

100 \* (x2 - x1 \* x1)^2 + (1 - x1)^2

}

*## DEoptim searches for minima of the objective function between*

*## lower and upper bounds on each parameter to be optimized. Therefore*

*## in the call to DEoptim we specify vectors that comprise the*

*## lower and upper bounds; these vectors are the same length as the*

*## parameter vector.*

lower <- [**c**](http://inside-r.org/r-doc/base/c)(-10,-10)

upper <- -lower

*## run DEoptim and set a seed first for replicability*

[**set.seed**](http://inside-r.org/r-doc/base/set.seed)(1234)

DEoptim(Rosenbrock, lower, upper)

*## increase the population size*

DEoptim(Rosenbrock, lower, upper, DEoptim.control(NP = 100))

*## change other settings and store the output*

outDEoptim <- DEoptim(Rosenbrock, lower, upper, DEoptim.control(NP = 80,

itermax = 400, F = 1.2, CR = 0.7))

*## plot the output*

[**plot**](http://inside-r.org/r-doc/graphics/plot)(outDEoptim)

*## 'Wild' function, global minimum at about -15.81515*

Wild <- [**function**](http://inside-r.org/r-doc/base/function)(x)

10 \* [**sin**](http://inside-r.org/r-doc/base/sin)(0.3 \* x) \* [**sin**](http://inside-r.org/r-doc/base/sin)(1.3 \* x^2) +

0.00001 \* x^4 + 0.2 \* x + 80

[**plot**](http://inside-r.org/r-doc/graphics/plot)(Wild, -50, 50, n = 1000, main = "'Wild function'")

outDEoptim <- DEoptim(Wild, lower = -50, upper = 50,

[**control**](http://inside-r.org/r-doc/boot/control) = DEoptim.control([**trace**](http://inside-r.org/r-doc/base/trace) = **FALSE**))

[**plot**](http://inside-r.org/r-doc/graphics/plot)(outDEoptim)

DEoptim(Wild, lower = -50, upper = 50,

[**control**](http://inside-r.org/r-doc/boot/control) = DEoptim.control(NP = 50))

*## The below examples shows how the call to DEoptim can be*

*## parallelized; see the sandbox directory in the source*

*## code for additional examples.*

*## Note that if your objective function requires packages to be*

*## loaded or has arguments supplied via \code{...}, these should be*

*## specified using the \code{packages} and \code{parVar} arguments*

*## in control.*

*## Not run:*

Genrose <- [**function**](http://inside-r.org/r-doc/base/function)(x) {

*## One generalization of the Rosenbrock banana valley function (n parameters)*

n <- [**length**](http://inside-r.org/r-doc/base/length)(x)

*## make it take some time ...*

[**Sys.sleep**](http://inside-r.org/r-doc/base/Sys.sleep)(.001)

1.0 + [**sum**](http://inside-r.org/r-doc/base/sum) (100 \* (x[-n]^2 - x[-1])^2 + (x[-1] - 1)^2)

}

*# get some run-time on simple problems*

maxIt <- 250

n <- 5

oneCore <- [**system.time**](http://inside-r.org/r-doc/base/system.time)( DEoptim(fn=Genrose, lower=[**rep**](http://inside-r.org/r-doc/base/rep)(-25, n), upper=[**rep**](http://inside-r.org/r-doc/base/rep)(25, n),

[**control**](http://inside-r.org/r-doc/boot/control)=[**list**](http://inside-r.org/r-doc/base/list)(NP=10\*n, itermax=maxIt)))

withParallel <- [**system.time**](http://inside-r.org/r-doc/base/system.time)( DEoptim(fn=Genrose, lower=[**rep**](http://inside-r.org/r-doc/base/rep)(-25, n), upper=[**rep**](http://inside-r.org/r-doc/base/rep)(25, n),

[**control**](http://inside-r.org/r-doc/boot/control)=[**list**](http://inside-r.org/r-doc/base/list)(NP=10\*n, itermax=maxIt, parallelType=1)))

*## Compare timings*

(oneCore)

(withParallel)

*## End(Not run)*

### Author(s)

David Ardia, Katharine Mullen [mullenkate@gmail.com](mailto://mullenkate@gmail.com), Brian Peterson and Joshua Ulrich.
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| nlm {stats} | R Documentation |

## Non-Linear Minimization

### Description

This function carries out a minimization of the function f using a Newton-type algorithm. See the references for details.

### Usage

nlm(f, p, hessian = FALSE, typsize=rep(1, length(p)), fscale=1,

print.level = 0, ndigit=12, gradtol = 1e-6,

stepmax = max(1000 \* sqrt(sum((p/typsize)^2)), 1000),

steptol = 1e-6, iterlim = 100, check.analyticals = TRUE, ...)

### Arguments

|  |  |
| --- | --- |
| f | the function to be minimized. If the function value has an attribute called gradient or both gradient and hessian attributes, these will be used in the calculation of updated parameter values. Otherwise, numerical derivatives are used. [deriv](http://ugrad.stat.ubc.ca/R/library/stats/html/deriv.html) returns a function with suitable gradient attribute. This should be a function of a vector of the length of p followed by any other arguments specified by the ... argument. |
| p | starting parameter values for the minimization. |
| hessian | if TRUE, the hessian of f at the minimum is returned. |
| typsize | an estimate of the size of each parameter at the minimum. |
| fscale | an estimate of the size of f at the minimum. |
| print.level | this argument determines the level of printing which is done during the minimization process. The default value of 0 means that no printing occurs, a value of 1 means that initial and final details are printed and a value of 2 means that full tracing information is printed. |
| ndigit | the number of significant digits in the function f. |
| gradtol | a positive scalar giving the tolerance at which the scaled gradient is considered close enough to zero to terminate the algorithm. The scaled gradient is a measure of the relative change in f in each direction p[i] divided by the relative change in p[i]. |
| stepmax | a positive scalar which gives the maximum allowable scaled step length. stepmax is used to prevent steps which would cause the optimization function to overflow, to prevent the algorithm from leaving the area of interest in parameter space, or to detect divergence in the algorithm. stepmax would be chosen small enough to prevent the first two of these occurrences, but should be larger than any anticipated reasonable step. |
| steptol | A positive scalar providing the minimum allowable relative step length. |
| iterlim | a positive integer specifying the maximum number of iterations to be performed before the program is terminated. |
| check.analyticals | a logical scalar specifying whether the analytic gradients and Hessians, if they are supplied, should be checked against numerical derivatives at the initial parameter values. This can help detect incorrectly formulated gradients or Hessians. |
| ... | additional arguments to f. |

### Details

If a gradient or hessian is supplied but evaluates to the wrong mode or length, it will be ignored if check.analyticals = TRUE (the default) with a warning. The hessian is not even checked unless the gradient is present and passes the sanity checks.

From the three methods available in the original source, we always use method “1” which is line search.

### Value

A list containing the following components:

|  |  |
| --- | --- |
| minimum | the value of the estimated minimum of f. |
| estimate | the point at which the minimum value of f is obtained. |
| gradient | the gradient at the estimated minimum of f. |
| hessian | the hessian at the estimated minimum of f (if requested). |
| code | an integer indicating why the optimization process terminated.  1:  relative gradient is close to zero, current iterate is probably solution.  2:  successive iterates within tolerance, current iterate is probably solution.  3:  last global step failed to locate a point lower than estimate. Either estimate is an approximate local minimum of the function or steptol is too small.  4:  iteration limit exceeded.  5:  maximum step size stepmax exceeded five consecutive times. Either the function is unbounded below, becomes asymptotic to a finite value from above in some direction or stepmax is too small. |
| iterations | the number of iterations performed. |

### References

Dennis, J. E. and Schnabel, R. B. (1983) Numerical Methods for Unconstrained Optimization and Nonlinear Equations. Prentice-Hall, Englewood Cliffs, NJ.

Schnabel, R. B., Koontz, J. E. and Weiss, B. E. (1985) A modular system of algorithms for unconstrained minimization. ACM Trans. Math. Software, **11**, 419–440.

### See Also

[optim](http://ugrad.stat.ubc.ca/R/library/stats/html/optim.html) and [nlminb](http://ugrad.stat.ubc.ca/R/library/stats/html/nlminb.html).

[constrOptim](http://ugrad.stat.ubc.ca/R/library/stats/html/constrOptim.html) for constrained optimization, [optimize](http://ugrad.stat.ubc.ca/R/library/stats/html/optimize.html) for one-dimensional minimization and [uniroot](http://ugrad.stat.ubc.ca/R/library/stats/html/uniroot.html) for root finding. [deriv](http://ugrad.stat.ubc.ca/R/library/stats/html/deriv.html) to calculate analytical derivatives.

For nonlinear regression, [nls](http://ugrad.stat.ubc.ca/R/library/stats/html/nls.html) may be better.

### Examples

f <- function(x) sum((x-1:length(x))^2)

nlm(f, c(10,10))

nlm(f, c(10,10), print.level = 2)

str(nlm(f, c(5), hessian = TRUE))

f <- function(x, a) sum((x-a)^2)

nlm(f, c(10,10), a=c(3,5))

f <- function(x, a)

{

res <- sum((x-a)^2)

attr(res, "gradient") <- 2\*(x-a)

res

}

nlm(f, c(10,10), a=c(3,5))

## more examples, including the use of derivatives.

## Not run: demo(nlm)

# A comparison of some heuristic optimization methods

Posted on [2012/07/23](http://www.portfolioprobe.com/2012/07/23/a-comparison-of-some-heuristic-optimization-methods/) by [Pat](http://www.portfolioprobe.com/author/pat/)

A simple [portfolio optimization](http://www.portfolioprobe.com/2012/01/05/the-top-7-portfolio-optimization-problems/) problem is used to look at several R functions that use randomness in various ways to do optimization.

## Orientation

Some optimization problems are really hard. In these cases sometimes the best approach is to use randomness to get an approximate answer.

Once you decide to go down this route, you need to decide on two things:

* how to formulate the problem you want to solve
* what algorithm to use

These decisions should seldom be taken independently. The best algorithm may well depend on the formulation, and how you formulate the problem may well depend on the algorithm you use.

The heuristic algorithms we will look at mostly fall into three broad categories:

* simulated annealing
* traditional genetic algorithm
* evolutionary algorithms

Genetic algorithms and evolutionary algorithms are really the same thing, but have different ideas about specifics.

The [Portfolio Probe optimization algorithm](http://www.portfolioprobe.com/features/computing-engine/) is a blend of these traditions plus additional techniques.

## The test case

The problem is to maximize a mean-variance utility where the universe is 10 assets and we have the constraints that the portfolio is long-only (weights must be non-negative), the weights must sum to 1, and there can be at most 5 assets in the portfolio.

In terms of portfolio optimization this is a tiny and overly trivial problem.  Portfolio Probe solves this problem consistently to 6 decimal places in about the same time as the algorithms tested here.

Actually there are two problems.  The variance matrix is the same in both but there are two expected return vectors. In one the optimal answer contains only 3 assets so the integer constraint of at most 5 is non-binding.  In the other case the integer constraint is binding.

### Formulation

What we really want is a vector of length 10 with non-negative numbers that sum to 1 and at most 5 positive numbers. The tricky part is how to specify which five of the ten are to be allowed to be positive.

The solution used here is to optimize a vector that is twice as long as the weight vector — 20 in this case.  The second half of the vector holds the weights (which are not normalized to sum to 1).  The first half of the vector holds numbers that order the assets by their desirability to be in the portfolio.  So the assets with the five largest numbers in this first half are allowed to have positive weights.

The first half of the solution vector tells us which assets are to be included in the portfolio.  Then the weight vector is prepared: it is extracted from the solution vector, the weights for assets outside the portfolio are set to zero, and the weights are normalized to sum to 1.

The original intention was that all the numbers in the solution vector should be between 0 and 1.  However, not all of the optimizers support such constraints.  The constraint of being less than 1 is purely arbitrary anyway.  We’ll see an interesting result related to this.

## The optimizers

Here are the R packages or functions that appear. If you are looking for optimization routines in R, then have a look at the [optimization task view](http://cran.r-project.org/web/views/Optimization.html).

### Rmalschains package

The [Rmalschains package](http://cran.r-project.org/web/packages/Rmalschains/index.html" \t "_blank) has the malschains function.  The name stands for “memetic algorithm with local search chains”.  I haven’t looked but I suspect it has substantial similarities with genopt.

### GenSA package

The [GenSA package](http://cran.r-project.org/web/packages/GenSA/index.html" \t "_blank) implements a generalized simulating annealing.

### genopt function

The genopt function is the horse that I have in the race. It is not in a package, but you can source the [genopt.R](http://www.burns-stat.com/pages/Freecode/genopt.R" \t "_blank) file to use it. You can get a sense of how to use it from [S Poetry](http://www.burns-stat.com/pages/Spoetry/Spoetry.pdf). The line of thinking that went into it can be found in [“An Introduction to Genetic Algorithms”](http://www.burns-stat.com/pages/Tutor/genetic.html).

### DEoptim package

The [DEoptim package](http://cran.r-project.org/web/packages/DEoptim/index.html" \t "_blank) implements a differential evolutionary algorithm.

### soma package

The [soma package](http://cran.r-project.org/web/packages/soma/index.html) gives us a self-organizing migrating algorithm.

### rgenoud package

The [rgenoud package](http://cran.r-project.org/web/packages/rgenoud/index.html" \t "_blank) implements an algorithm that combines a genetic algorithm and derivative-based optimization.

### GA package

The [GA package](http://cran.r-project.org/web/packages/GA/index.html) is a reasonably complete implementation in the realm of genetic algorithms.

### NMOF package

The [NMOF package](http://cran.r-project.org/web/packages/NMOF/index.html) contains a set of functions that are introductory examples of various algorithms. This package is support for the book [Numerical Methods and Optimization in Finance](http://www.portfolioprobe.com/2011/10/27/introduction-to-numerical-methods-and-optimization-in-finance/).

The optimizers that this package contributes to the race are:

* DEopt — another implementation of the differential evolutionary algorithm
* LSopt — local stochastic search, which is very much like simulated annealing
* TAopt — threshold accepting algorithm, another relative of simulated annealing

### SANN method of optim function

optim(method="SANN", ...) does a simulated annealing optimization.

## The results

Each optimizer was run 100 times on each of the two problems.  The computational time and the utility achieved was recorded for each run.  One or more control parameters were adjusted so that the typical run took about a second on my machine (which is about 3 years old and running Windows 7).

The figures show the difference in utilities between the runs and the optimal solution as found by Portfolio Probe.  The optimizers are sorted by the median deficiency.
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I’m guessing that genoud would have done better if the differentiation were applied only to the weights and not the first part of the solution vector.

The other thing of note is that DEoptim is a more robustly developed version of differential evolution than is DEopt.  However, DEopt outperforms DEoptim.  DEoptdoes not have box constraints, so its solution vectors grow in size as the algorithm progresses.  This seems to make the problem easier. A weakness of DEopt turned out to be a strength.

Figures 3 and 4 show the results for the six best optimizers — same picture, different scale.

Figure 3: Difference in utility from optimal for the best optimizers on the non-binding problem.[![http://www.portfolioprobe.com/wp-content/uploads/2012/07/lacking10ax.png](data:image/png;base64,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)](http://www.portfolioprobe.com/2012/07/23/a-comparison-of-some-heuristic-optimization-methods/lacking10ax/)

Figure 4: Difference in utility from optimal for the best optimizers on the binding problem.[![http://www.portfolioprobe.com/wp-content/uploads/2012/07/lacking10sx.png](data:image/png;base64,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)](http://www.portfolioprobe.com/2012/07/23/a-comparison-of-some-heuristic-optimization-methods/lacking10sx/)

## Update 2012/07/26

This update shows an advantage of heuristic algorithms that I was hoping I wouldn’t teach.

*Randomization, for better or worse, often compensates for bugs.*

– Jon Bentley More Programming Pearls (page 32)

Even though the code was not doing anything close to its intended behavior, the algorithms still managed to move towards the optimum.

Luca  Scrucca spotted that I used order when I meant rank.  I have re-run the race with the new version.  There are two changes in the new race:

* the right code makes it easier for the optimizers
* the new code is slower, so the optimizers get fewer evalations

I adjusted control arguments so that about a second on my machine would be used for each run.  Since rank is significantly slower than order in this case (see [“R Inferno-ism: order is not rank”](http://www.portfolioprobe.com/2012/07/26/r-inferno-ism-order-is-not-rank/)), only about one-quarter to one-third as many evaluations were allowed.

(By the way, I’m rather suspicious of the timings — they seem to jump around a bit too much.  It is a Windows machine.)

The new pictures are in Figures 5 and 6.

Figure 5: Difference in utility from optimal for all optimizers on the non-binding problem with the revised code. [![http://www.portfolioprobe.com/wp-content/uploads/2012/07/lacking10arev1.png](data:image/png;base64,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)](http://www.portfolioprobe.com/2012/07/23/a-comparison-of-some-heuristic-optimization-methods/lacking10arev-2/)

Figure 6: Difference in utility from optimal for all optimizers on the binding problem with the revised code. [![http://www.portfolioprobe.com/wp-content/uploads/2012/07/lacking10srev.png](data:image/png;base64,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)](http://www.portfolioprobe.com/2012/07/23/a-comparison-of-some-heuristic-optimization-methods/lacking10srev/)

The results that look good in Figures 5 and 6 generally look good under a microscope as well — there are a lot of results that are essentially perfect.

The revised functions are in [heuristicfuns\_rev.R](http://www.portfolioprobe.com/R/blog/heuristicfuns_rev.R" \t "_blank) while the results from the second race are [testresults10rev.R](http://www.portfolioprobe.com/R/blog/testresults10rev.R) and the original results are [testresults10.R](http://www.portfolioprobe.com/R/blog/testresults10.R).

## Caveat

You should never (ever) think that you understand the merits of optimizers from one example.

I have no doubt that very different results could be obtained by modifying the control parameters of the optimizers.  In particular the results are highly dependent on the time allowed.  Some optimizers will be good at getting approximately right but not good at homing in on the exact solution — these will look good when little time is allowed.  Other algorithms will be slow to start but precise once they are in the neighborhood — these will look good when a lot of time is allowed.

For genetic and evolutionary algorithms there is a big interaction between time allowed and population size.  A small population will get a rough approximation fast.  A large population will optimize much slower but (generally) achieve a better answer in the end.

Exact circumstances are quite important regarding which optimizer is best.

## Summary

If your problem is anything like this problem, then the Rmalschains and GenSApackages are worth test driving.

## See also

* (**update 2012 August 20**) [Another comparison of heuristic optimizers](http://www.portfolioprobe.com/2012/08/20/another-comparison-of-heuristic-optimizers/)

## Appendix R

The functions that ran the optimizers plus the code and data for the problems are in [heuristic\_objs.R](http://www.portfolioprobe.com/R/blog/heuristic_objs.R" \t "_blank).  (The 10a problem is non-binding and 10s is binding.)

The objective achieved by Portfolio for the non-binding problem is -0.38146061845033 and for the binding problem it is -1.389656885372.

In case you want to test routines on these problems outside R: the variance is in[variance10.csv](http://www.portfolioprobe.com/R/blog/variance10.csv) and the two expected return vectors are in [expectedreturns10.csv](http://www.portfolioprobe.com/R/blog/expectedreturns10.csv).