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**项目背景**

自动驾驶是近年来人工智能研究领域里比较热门及相对成熟的技术，已经有很多实用的产品出现，通过模仿人类视觉观察道路来判断驾驶方向是其中最基础的功能。DeepTesla这个项目就是根据人类驾驶或机器驾驶录制的车辆前方视频及相应的车辆转弯角度数据来训练的端到端的汽车自动驾驶，即通过车辆行驶前方图像来控制车辆运行方向。

这个项目来源于MIT 6.S094 公开课，这门课程包括DeepTraffic，DeepTesla等部分，DeepTraffic主要是通过强化学习训练车辆识别信号灯、障碍物，而DeepTesla主要是使用深度学习的图像识别技术控制车辆行驶的方向。通过这个项目可以加强对卷积神经网络知识的学习，同时了解深度学习如果在实际应用中使用。

**问题陈述**

人类驾驶车辆在道路上行驶是通过眼睛来观察道路的弯曲程度，然后通过大脑处理后控制手来操控方向盘改变行车角度。深度学习的计算机视觉也可以达到这种程度，即通过计算机视觉对大量实际道路的行驶训练来学习到模型，通过这个模型可以计算出不同道路场景下车俩行驶的角度，从而达到与人类驾驶相同的效果。这种通过图像直接判断行驶方向的端到端的自动驾驶技术，如果模型设计合理及通过大量数据的训练应该可以达到或超过人类的驾驶水平。

**数据和输入**

这个项目的训练数据同样来自MIT 6.S094课程，其中epochs目录下包括10段在多种道路上行驶的视频，文件从epoch01\_front到epoch10\_front，格式为mkv，这些视频可以直接通过视频软件播放。

另有10个对应的控制信号 CSV格式文件，文件的内容为ts\_micro时间戳，frame\_index帧编号，wheel转向角度（以水平方向为基准，+为顺时针，-为逆时针），这里对我们有用的是wheel，即训练数据的标注信息。其中视频文件中的每一帧在csv文件中都有对应的转向角度。

我们训练时就是读取视频文件中的每一帧图像作为特征数据，其对应的转向角度作为标注来训练。另外最后一个视频文件epoch10\_front.mkv可以作为测试数据，测试模型的效果。

**解决方案**

对于这个项目可以编写模型通过项目提供的训练数据进行训练，这个项目与其他图像分类项目不同的是，输出的结果是一个角度数据，而不是分类，因此是一个深度学习的回归问题。训练结束后可以通过验证数据集来验证验证数据与实际结果的准确率。最终的模型应该可以在模拟驾驶程序中判断道路视频的转向角度或通过摄像头实时拍摄道路的转向角度。

**基准模型**

对于行车道路的识别是一个典型的图像识别技术，可以采用深度学习中的卷积神经网络，通过设置多个卷积层，池化层等来训练。从2012年的AlexNet到2015年的Residual Net，卷积神经网络的准确率越来越高，因此我们可以模仿或直接采用一个已有的模型来训练数据。对于DeepTesla项目拟采用准确率较高的Residual Net，已达到最好的训练效果。

**评价指标**

Residual Net是目前准确率比较高的神经网络，我们可以直接采用这个模型来训练，训练结果应该与Residual Net的准确率类似。Residual Net的准备率为96%以上，因此我们训练的准备率应与此接近，或至少大约90%，才能满足自动驾驶的需求。

**项目设计**

DeepTesla项目是实际开发过程包括项目环境准备、特征和标注数据的准备和读取、模型的建立、参数的配置、模型训练、验证数据集验证结果分析、模型保存、验证数据输出和模拟驾驶环境下的模拟测试，以下分别介绍各部分内容。

1. 项目环境搭建

这个项目采用python3 + keras + tensorflow + jupyter notebook来完成，因此首先需要安装python 3.5.4、keras 2.1.2、tensorflow 1.4.0和jupyter notebook,为了解决python2和3的版本问题，可以为python3建立虚拟环境。

1. 特征和标注数据准备和读取

在项目提供的源代码中utils.py已经提供了读取模型、生成视频等函数，可以直接使用，但需要根据训练模型设计一次读取几个特征文件，读取特征文件的大小。

1. 模型建立

可以直接使用keras中的ResNet50网络，这里使用这个网络进行训练，而不是使用已经训练好的模型。

from keras.applications import ResNet50

1. 参数配置

对于网络需要设置输入数据的shape,训练的轮次epochs,每批次数量batch\_size

1. 模型训练

使用模型训练并实时打印训练结果，观察准确率，根据结果调整训练参数

1. 验证

根据验证视频数据epoch10\_front.mkv验证模型的准确率

1. 模型保存

使用keras保存功能保存模型model.json和model.h5

1. 验证数据输出

根据模型生成epoch10\_front.mkv的结果视频并保存在./output中

1. 模拟环境测试

将网络输入课程所提供的[网页应用](http://selfdrivingcars.mit.edu/deepteslajs/)中，利用ConvNetJS来测试
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