
An exploration of  gender biases  through
a distr ibutional  semantics  lens  

Emma Angela Montecchiari

Project  Report  Presentation
Human Language Technologies  
Università  di  Trento
Cognit ive Science Master’s  
09-02-2024



G
en

er
al

 fr
am

ew
or

k Biases against marginalised identities in language
models have been well-documented, underlying
implicit human biases manifesting in language

regularities

Retention of voices aligned with hegemonic viewpoints
(e.g. inadequately representation of social movements)



Majority of biases analyses focused on binary
gender and associated stereotypes
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To do:  enhance a more accurate and inclusive
comprehension of non-binary gender perspective



Non-binary genders encounter obstacles in media
representation and access to economic and political

opportunities.

Sp
ec

ifi
c 

fr
am

ew
or

k

Sample size disparities (lack of understanding);
Cyclical erasure of gender diversity (misgendering);
Negative narratives and  scarcity of positive gender
non-conforming content.



Exploratory analysis on embedded contextual
representations of a specific set of relevant words in

gender studies
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Cross-language
exploration: English,

German, Italian, French,
Spanish and Croatian 

Proposal



Embeddings algorithms:
Word2Vec CBOW (target predicted based on context)
HAL (co-occurrence patterns with a moving window)
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Latent Semantic Analysis LSA (term-by-document matrix) 

+

On pre-built semantic spaces 
trained on WaC, Wikipedia, BNC, OpenSubtitles corpora

English, Italian, German, Spanish, Croatian  - CBOW
French - HAL



(A) Investigation over the entire spaces 
[R implementation - LSAfunpackage] 

neighbours of specific words
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(B) Extraction of cross-lingual sub-spaces of specific words:  
multicosine similarity matrices 

[to restrict the focus on discriminatory or lgbtq+ language]: 
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(C) Sub-spaces - (i) Neighbours to target words 
(ii) Most similar matrices pairs

[Python implementation - interactive code]
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Entire semantic spaces:
Extraction of 20 most similar items to target words  for each  language. 
Target words: ’man’, ’woman’, ’female’, ’male’, ’body’, ’sex’, ’queer’,
’homosexual’, ’gender’, ’trans- gender’. 
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 Sub-spaces with selected words:
80 pairs with the most similar words in the similarity matrices .

In Appendix B (and example): only pairs reporting biases.
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French sub-space - Most similar to ‘féminine’

Sub-spaces with selected words:
Neighbours analysis which aims to be
more paradigmatic on biases.

Chosen 3 binary vs. non-binary
umbrella terms: ‘transgender’ ‘male’
‘female’
Languages: Italian, French, English
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Navigating complexity in gender diversity;

Linking with diverse data sources;

Exploration of pronouns diversity.



Thank you for your attention!

The code is available at:
https://github.com/memonji/gender-biases-exploration.git


