**摘 要**

当前无线网络已经日渐成为我们生活中不可缺少的一部分，同时无线网络延迟对于手机应用的用户体验有着至关重要的作用。然而，对于无线网络延迟目前大部分仍处于未知状态。在这篇论文中，我们首先提出一种有效的方法来对网络往返延迟（即RTT）进行分解。然后基于我们在国内某高校部署的47台无线路由器在两个月内采集的无线延迟及无线参数信息，我们将提出一种对于无线延迟的系统研究方法。我们发现，无线延迟可以成为网络往返延迟最薄弱的环节：有50%的TCP包的无线延迟超过20ms，有10%的TCP包的无线延迟超过100ms。并且对于超过一半的网络延迟来说，无线延迟的占比将会超过60%。为了更好的理解无线延迟，并对其进行故障定位，优化分析，我们训练了一种决策树的模型。基于此模型，我们对一实际场景进行了优化，并将无线延迟的中值从50ms减少到10ms，即降低80%。同时将另一实际场景的最大延迟，从250ms降低到50ms。同时，我们利用我们测量的延迟作为分布式的针对独立的无线路由器的信道调整的参数，最终我们可以将无线延迟的中位数降低5倍。
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**ABSTRACT**

As mobile Internet is now indispensable in our daily lives, WiFi’s latency performance has become critical to mobile applications’ quality of experience. Unfortunately, WiFi hop latency in the wild remains largely unknown. In this paper, we first propose an effective approach to break down the round trip network latency. Then we provide the first systematic study on WiFi hop latency in the wild based on the latency and WiFi factors collected from 47 APs on T university campus for two months. We observe that WiFi hop can be the weakest link in the round trip network latency: more than 50% (10%) of TCP packets suffer from WiFi hop latency larger than 20ms (100ms), and WiFi hop latency occupies more than 60% in more than half of the round trip network latency. To help understand, troubleshoot, and optimize WiFi hop latency for WiFi APs in general, we train a decision tree model. Based on the model’s output, we are able to reduce the median latency by 80% from 50ms to 10ms in one real case, and reduce the maximum latency from 250ms to 50ms in another real case. Using the latency we measured as input, distributed channel selection on individual Aps reduces the median WiFi hop delay by up to 5×.
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# 第一章 无线延迟研究系统介绍

## 1.1 研究背景

当前无线网络已经日渐成为我们生活中不可缺少的一部分。并且无线网络延迟对于手机应用的用户体验有着至关重要的作用，原因如下：首先无线路由器已经成为用户接入互联网的主要方式。在2013年，对于55%的网络流量，WIFI成为他们的最后一跳[1]。其次，用户要求更短的移动应用响应时间，[2]中表明，如果页面载入时间超过3秒钟，就会有40%的用户放弃此页面的浏览。它同时也表明有47%的用户希望页面加载时间小于2秒钟。另外，当前大部分移动应用所采用的HTTP协议是对于网络延迟十分敏感的，网络延迟每10毫秒的增加，就会造成页面载入时间1000毫秒的升高[3]。并且，无线干扰一旦出现，就会造成无线延迟的激增。因此，综合以上数据[2][3]，为了满足用户需求，无线延迟应控制在20毫秒至30毫秒以下。

尽管无线延迟的影响极大，目前对于无线延迟的研究大部分，仍然处于位置状态，这个可能是由于有效测量方法的缺失。在这篇论文中，我们将提出一个系统的研究方法，来回答以下三个有关于现实场景中无线延迟及无线参数的重要问题：

现实场景中的无线延迟是什么样子的？

哪些无线参数对于无线延迟的影响最大？

我们应当怎么优化现实场景中的无线延迟？

## 1.2 研究方法介绍

首先我们提出一种叫做wing的方法，它能够有效的测量分解TCP包的网络往返延迟（值得注意的是，这里我们提到的网络往返延迟将忽略服务器处理时间，具体细节将在下一章介绍）。这里我们将其分解为上行无线延迟，有线延迟，及下行无线延迟。我们的方法能有精确的测量所有TCP包的下行无线延迟，并且用精确测量的TCP三次握手包的上行无线延迟和有线延迟来近似的估计其他TCP包的上行无线延迟和有线延迟。此方法不需要用户端的任何协助，并且能够部署在任何一台可装载OpenWrt系统的无线路由器中，而不需要无线路由器芯片厂商的支持。

其次，本课题展现了在实际场景下对于无线延迟的研究。我们将47台配置了OpenWrt系统及wing方法的无线路由器部署于国内某高校学生宿舍中，作为他们的主要联网接入点。我们在2016年2月份至4月份两个月内，采集了无线延迟及无线参数（如信号接入强度，重传比率，信道占用率等）共约2T的原始数据。我们观察到对于这些无线路由器来说，有超过50%TCP包的无线延迟超过20毫秒，有超过10%的TCP包的无线延迟超过100毫秒。令人惊讶的是，超过一半的流量中，无线延迟都占到往返总延迟的60%。无线路由器，作为当前大部分网络的最后一跳，在大部分情况下，已经成为了网络延迟中最薄弱的环节。

第三，利用之前采集到的大量的无线参数数据，我们训练了一个普试的决策树模型，这个决策树模型能够对部署了本课题中方法的无线路由器及其他路由器提出优化建议。1）这个直观的决策树模型能够表明哪种无线参数对于无线延迟的影响最大。例如我们观察到，当信道占用率超过55%的时候，就会有超过67%的可能性出现无法忍受的无线延迟。2）在一个实际的例子中，我们利用我们普试的决策树模型，根据无线参数来对TCP包进行分类。分类的结果表明造成高无线延迟的主要原因是高信道占用率。当我们把无线信道调整到信道占用率低了8%的信道上后，此无线路由器的最高无线延迟从250毫秒降低到50毫秒。3）在另外一个实际的例子中，分类的结果说明，客户端的接收信号强度是高延迟的问题所在。重新放置无线路由器的位置，能够将无线延迟的中位数从50毫秒降低到10毫秒，降低了80%。

# 第二章 网络延迟分解

在这一章，我们首先将利用TCP包的生存周期来系统的介绍往返网络延迟（忽略服务器处理时延）。其次，我们将介绍我们的数据收集平台和算法。最后我们将描述我们利用TCP三次握手包及TCP数据包，将往返网络延迟分解为三个不同部分的方法。

## 2.1 往返网络延迟中的时间戳

为了研究往返网络延迟（忽略服务器处理时延RTNL=RTT-S），在本课题中将研究一个由客户端产生的包p，及在一个往返通信中，一个由服务端产生的响应包q的生存周期，并最终抽离出延迟部分。本课题重点研究TCP包，因为TCP包是当前主要的网络传输协议[4][5]。并且对于网络延迟十分敏感的，最常用的移动应用网络协议——HTTP协议，也是基于TCP协议的。现在我们来看一下TCP三次握手包的生存周期，来系统的分析整个过程中每部分产生的网络延迟。

图一中展示了TCP三次握手过程中，包在往返通信过程中的生存状态，以及它们在这个过程中经历的网络延迟。在这个例子中，p是TCP的SYN包，q是TCP的SYN-ACK包。

在最开始，在时间时刻，包p由用户设备（UE）生成。经过了发送排队等待时间，信道避让时间，发送时间以及可能的重传时间后，包p最后在时间到达无线路由器的无线网卡。这段从到的时间，这里我们定义为无线上行延迟（UL）。

包p一到达路由器的无线网卡（wireless NIC），它就会在无线路由器内部被处理，然后被交付到无线路由器的有线网卡（wired NIC）。我们这里用来标记包p到达无线路由器有线网卡的时间。那么-就是无线路由器内部处理延迟（PL）。在这之后，无线路由器将等到在有线网卡收到响应包q。这段过程中的时间--S我们标记为有线处理延迟（WL）。S这里是指服务器端的处理时延。有线延迟主要包含了数据包从无线路由器到服务器端的有线网络延迟。

等到包q到达无线路由器的有线网卡，它就会经过无线路由器内部处理然后被交付到无线路由器的有线网卡。这里我们用来标记包q到达无线路由器无线网卡，并开始排队等待被发出的时间。类似的这里的-就是无线路由器的内部处理延迟（PL）。当包q到达无线路由器的无线网卡后，它一样会经历一段排队等待时间，信道避让时间，发送时间及重传时间。在这之后，无线路由器才会成功收到由用户发过来的MAC层的ACK包。这里我们用来标记包q到达用户端的时间，并且用来标记无线路由器收到的由用户发来的q的MAC层ACK的包的时间。类似上行无线延迟，从到的这段时间我们标记为无线下行延迟（DL）。到此，包p，包q已经完成了它们的一次完整的往返通信过程。从到的这段时间我们定义为往返网络延迟（RTT），这里我们研究忽略服务器处理时延后即为

RTNL=RTT-S。

## 2.2 数据采集平台及算法

### 2.2.1 数据采集平台

我们的数据是从实际部署与国内某高校的路由器中收集得到的，这个高校有42000个学生及11000位教职工。我们共免费发放了47台无线路由器给此学校的学生，并让他们使用此路由器作为他们无线上网的主要方式。我们所有部署的无线路由器都是NETGEAR N750 WiFi Dual Band Gigabit Router Premium Edition (WNDR4300)。此路由器拥有560MHz AMD CPU，128MB 内存, 128MB 闪存, 4个1Gbps 局域网口, 一个1Gbps广域网网口以及两个Atheros无线接口(一个支持 b/g/n and 一个支持 a/b/g/n).

在部署的47台无线路由器中，有44台部署于学生宿舍，剩余的部署于研究生实验室。在不同的学生宿舍楼里，每层有20——40间宿舍，每间宿舍的大小为20平方米。

### 2.2.2 数据采集介绍

我们在每一台装载了OpenWrt ( Barrier Breaker [6] version)系统的无线路由器上，植入了我们的轻量级测量程序。本课题中所采用的测量方法可以直接被部署于任何一个支持OpenWrt系统的无线路由器中，而不需要来自设备厂商的任何支持。我们的程序将持续的采集一下数据，1）由实际流量中提取的数据包的相关信息，2）可以反映无线环境情况的无线参数信息。

### 2.2.3 抓包

我们用了基本的libpcap库来抓取实际通过路由器的数据包。在本课题中，我们将TCP包作为我们主要的研究对象，因为它是大部分网络应用所依赖的网络协议[4][5]。不像UDP，TCP协议的可靠传输（如对于SYN包的立即的ACK包）能够帮助我们更好，更准确的在整个往返网络时间中抽离出网络延迟，而避免和上层应用延迟重叠。处于隐私及负载的考虑，我们只抽离每个TCP包的以下域：IP地址，序列号，确认号。所有的IP地址都是匿名的，而不能被追溯到某个特定的用户。序列号和确认号被用来重建整个TCP的过程。我们也在无线路由器系统内记录了每个TCP包到达或者离开某个网卡的时间，为了进一步提取网络延迟。在整个两个月的测量中，我们在活跃的47台无线路由器中共采集了2T的数据。我们利用rsync同步工具，每两分钟将原始数据压缩同步到服务器中。

## 2.3 分解实际场景中TCP三次握手过程的网络延迟

在展示了对于TCP三次握手过程的剖析后，我们将往返延迟分解成为几个独立的部分——上行无线延迟，下行无线延迟，有线延迟。然而，现实中的世界挑战是我们怎么来测量这些延迟，因为目前我们能够直接测量的只有图1中用椭圆标注的时间戳。下面我们将给出说明:

### 2.3.1 有线延迟

有线延迟（WL）= --S。有线延迟利用时间戳，可以直接计算得到，这两个时间戳都可以直接在包经过无线路由器有线网卡的时候被测量到。另外对于三次握手包来说，服务器处理时延可以忽略不计，因为对于TCP的SYN包来说，服务器的处理时间是极短的。因此我们用TCP三次握手包的-来近似估计有线延迟。

### 2.3.2 下行无线延迟

下行无线延迟（DL）= -。这里本课题中第一个难点在于如何测量及。可以通过无线路由器被直接测量。一旦MAC层的q的确认包到达无线路由器的无线网卡，无线网卡的驱动就会调用一个函数来报告包q已经被成功发出，并且包q将会被设置在无线网卡上的抓包程序抓取，并记录时间戳，这个时间即为。这里我们可以用近似的估计，原因如下：1）MAC层的ACK包在用户端不会排队等待，并且这个包的信道避让时间可以忽略不计，因为它相比其他包来说有着更高的优先级[9]。2）MAC层ACK包的传输时间可以忽略因为这个包很小，其传输时间也就是≈19us。3）MAC层ACK包出错丢失的情况是极少可以忽略的[10]。对于，我们可以用来进行估计。实际的测量结果表明在和之间的时间差，也就是处理延迟（PL），和下行无线延迟相比，是极小并且可以忽略的。类似的，我们用来估计，来估计。

有线包及其对应的无线加密包的匹配：

在本课题中我们遇到的另一个困难是，我们是从无线网卡获取的时间戳，然而我们的时间戳是从有线网卡截取的，我们如何能够得到属于同一个包的匹配的，对？SHAMAN [11]可以通过逐个匹配包的内容来合并无线流量和有线流量。然而，这对实际中的测量工作值不现实的，因为大部分的实际中的无线路由器（尤其是家用无线路由器）都会利用无线网络名称（SSID）的密码来加密发出的包。这个加密使得，从无线网卡获取的无线包是不可辨认的，以至于其无法与有线包进行匹配。为了解决这个困难，我们对装载了OpenWrt的无线路由器的驱动进行了小的修改，我们将在无线路由器内核时间戳存入的一个包结构中，它将在这个包结构的中保存，直到802.11 规定的MAC层的ACK包在被收到。此时，这个包也标记了时间戳的包，将会被交付给libpcap程序，然后我们将在MAC层的ACK包中重新获得时间戳。

### 2.3.3 上行无线延迟

准确的开始于用户端的上行无线延迟为-。是用户准备发送包p（即SYN包）的时刻。然而，在没有用户端协助的情况下，我们并不能获得。因此我们不能直接测量准确的上行无线延迟-。但是，我们可以用下一个上行包TCP ACK包的上行延迟-来估计上行无线延迟-。这里我们基于两个假设：首先，我们假设在到这段时间的无线环境是相似的。这是因为从到是一个相对较短的时间间隔，无线环境的改变很小。另外，我们假设用户端将在收到TCP SYN-ACK包后立即发送TCP ACK包，而没有任何的延迟，这个是基于延迟ACK机制的[12]，并且是在实际中一直在使用的。类似于下行无线延迟，我们用来近似的估计，然后我们得到的上行无线延迟约为-。

## 2.4 分解实际场景中TCP数据包的网络延迟

利用本课题中所提出的方法，我们能够准确的测量TCP数据包的下行无线延迟。对于数据包，下行无线延迟近似为-，并且和都可以直接在无线路由器上被准确的测量到，这个和TCP三次握手包是相同的。

在我们的定义中，对于TCP数据包有线延迟，是在有线网络上产生的往返延迟，即从无线路由器到服务器端的延迟，其并不包含服务器处理延迟。因为有线端的延迟和拥堵状态是相对比较稳定的，我们认为有线延迟主要是由无线路由器到服务器的传播延迟决定的，因此利用TCP三次握手包的有线延迟来估计TCP数据包的有线延迟是相对比较合理的做法。

在没有用户端协助的情况下，精确计算数据包的上行无线延迟是一个比较大的挑战。然而，我们可以利用这个之前的最近的TCP三次握手包的上行无线延迟来粗略的作为数据包上行无线延迟低值。这个方法会低估TCP数据包的上行无线延迟，原因如下：数据包的大小可能会比三次握手包的ACK包大，因此它们更加容易受到周围路由器的干扰，因为它们的接收时间比ACK包要长，就会有一个更长的上行无线延迟。TCP数据包的上行无线延迟，开始于TCP将数据包交付给操作系统，然后交付给802.11 MAC层，因此上行无线延迟不包含在客户端由于延迟的ACK而造成的上行无线延迟。

# 第三章 网络延迟测量结果

在这一章中，我们将采用我们在前两章中提到的方法，在我们部署的路由器中，来测量网络往返延迟。首先我们利用累积分布函数（Cumulative Distribution Function）来观察实际场景中的无线网络延迟是什么样子的。然后我们将网络往返延迟分解为有线延迟，上行无线延迟，下行无限延迟。我们发现，确实存在有无线路由器，它无线延迟在整个网络延迟中起主导作用。在这篇论文中，我们所有的测量都是在2.4GHz频段进行的，这个频段的用户比5GHz要高很多。当然，我们的测量和分析方法也是使用于5GHz频段的。

## 3.1 实际场景中的无线延迟

根据地点的不同，我们将无线路由器分为两类：实验室无线路由器和宿舍无线路由器。根据[13]的测量结果，我们将繁忙时间段（rush hour）定义为一天中企业无线局域网中流量最大的时间，也就是说，在这段时间里面，我们的无线路由器更加容易受到周围的干扰。而其余的时间段我们定义为正常时间段（normal hours）。对于实验室来说，我们设置繁忙时间为16：00到17：00，而宿舍的繁忙时间段为23：00到24：00。值得一提的是，我们这里提到的实验室是计算机系的研究生实验室，由研究生和教授共同使用。这个实验室没有确切的关闭时间，一般使用者会在17：00后离开吃晚餐，而很少会有人再回来继续工作。但是在他们离开之前，他们会更容易因为娱乐而产生大量的流量，例如看电影。根据[13]中提到的结果，实验室中在繁忙时间段产生的流量是18：00到19：00的3.5倍，是10：00到11：00的1.7倍。

根据这些分类条件，我们定义了4种没有重叠的分类：实验室繁忙时间段，实验室正常时间段，宿舍繁忙时间段，宿舍正常时间段。图2中展示了基于我们采集的所有数据的，这个4种分类的累积分布。正如预期的，不管是实验室还是学生宿舍，繁忙时间段的无线网络延迟都要大于正常时间段。另外，我们发现实验室的无线网络延迟要大于学生宿舍的无线网络延迟，这个是因为实验室周围的无线网络环境更差，关于这一点我们将在下一章解释。而且我们观察到对于实验室无线路由器来说，有超过50%的TCP包的无线延迟超过20毫秒，有超过10%的TCP包的无线延迟超过100毫秒。宿舍中的无线路由器有这个一个很长的高延迟部分，有10%的包的延迟超过30ms。

## 3.2 往返网络延迟各部分的累积分布

利用前面提到的方法，我们将往返网络延迟分为上行无线延迟，有线延迟，下行无线延迟。图3中，我们展示了基于我们测量的数据绘制的无线延迟比率。这里我们将有线延迟分为国内服务器和国外服务器两类。对于国外的服务器，由于距离更长，有线延迟将更长（传播延迟更长）。另外，我们通过计算我们的有线包的数目，我们发现有98%的数据是来自或者发给国内的服务器的。通过图3，我们可以看到，有将近50%的数据包，在国内的服务器的分类下，无线延迟的比率占总的往返延迟的60%，这也就意味着，无线路由器，作为网络传输的最后一跳，已经在大部分情况下成为了最薄弱的环节。

# 第四章 无线参数分析

在上一章中我们对于往返网络延迟进行了分解，我们对现实场景中的无线延迟有了一个整体的概观。这一章，我们将主要关注无线参数以及他们和无线延迟之间的相互关系。我们将会回答以下几个问题：

这些无线参数的分布是什么样子的？

无线参数和无线延迟间有着怎样的相关性关系？

那些无线参数对于无线延迟的影响最大？

这里我们首先要介绍我们如何将这些无线参数信息在我们采集的数据中提取出来。然后我们将要计算每种无线参数的累积分布函数，来看一下实验室无线路由器，宿舍无线路由器，以及它们在繁忙时间段及平常时间段的差别。接着，我们要直观的去看一下这些无线参数是否和无线延迟存在着线性关系。最终，我们将利用Kendall相关性系数以及相对信息增益（information gain）来评价这些无线参数的重要性。值得提到的是，本论文中所有的测量结果都是基于我们在上一章中提出的采集的原始数据。但是我们在接下来的章节中提到的测量和优化方法也适用于其他的数据库。

## 4.1 无线参数统计

我们在表1中总结了我们所有在无线路由器上采集到的无线参数信息。本身OpenWrt操作系统提供了内部命令（列于表1的第四列），可以使我们采集多种无线参数信息，这些无线参数能够有力的反映当前的无线网络环境。这里我们将所有这些采集到的无线参数粗略的分为两类：有关无线路由器的参数信息（表1的上部）和有关无线路由器及用户的参数信息（表1的下部）。[14]中曾经用到表1中列出的部分参数来估计吞吐率。后面我们也将利用这其中的一些无线参数来训练我们的决策树模型。

为了避免对无线路由器造成过高的负载，我们实际中每10秒将采集一次无线参数。因此这里我们的发送吞吐率及接受吞吐率主要是反映了在这10秒内无线路由器用户的流量需求。考虑到可能对于无线路由器造成的高负载，更加频繁的采集发送吞吐率和接受吞吐率是没有意义的。对于剩余的这些参数，我们的采样间隔从20毫秒到10秒不等，错误范围保持在3%以内。因此我们每10秒的采样间隔是平衡负载和准确性后一个相对比较合理的选择。

## 4.2 无线参数的累积分布函数

在上一章中，我们展示了无线延迟在不同的时间及空间条件下的累积分布图，如宿舍繁忙时间，宿舍正常时间，实验室繁忙时间，实验室正常时间。我们也计算了在这四个互相不重叠的分类中，我们在表一中列出的无线参数的累积分布函数。我们想要借此来解释为什么在实验室中的无线延迟要大于宿舍。我们观察到，对于实验室无线路由器，信道占用率的中值是0.45，要大于在宿舍无线路由器的信道占用率的中值，0.42。我们也计算了在实验室和宿舍周围的环境中的无线路由器的数目，实验室周围有120台无线路由器，宿舍周围有24台。周围环境中的无线路由器的数目表示，对于实验室的无线路由器来说，它有更大的可能性遭受到来自周围无线路由器载波侦听及隐藏终端的干扰。除此之外，实验室无线路由器的接收信号强度的中值是-55dbm，要小于宿舍无线路由器的这个值-46dbm。接收信号强度表明的是连接此无线路由器的用户的信号强度。总的来说，实验室的无线路由器有这个更高的概率遭受到周围严重干扰，并且其有着较低的接收信号强度的问题，这是造成实验室无线路由器有着更高的无线延迟的主要原因。

## 4.3 无线参数及无线延迟相关性的初步展示

我们绘制了图4来解释无线参数对于无线延迟的影响。Y轴代表了所对应的上行无线延迟或下行无线延迟，每个小的图像中的X轴表示每个一个特定的无线参数的取值。我们根据不同的无线参数特性对于不同的无线参数，分了不同的区间进行了聚合：发送物理速率，接收物理速率是10Mbps，接收信号强度是10dbm，重传比率，信道占用率是0.1，排队长度是10，发送物理速率，接收物理速率是20Kbps。我们用以下的统计数据来展示每个集合中的信息：均值，50分位数，90分位数。我们绘制了下行无线延迟和信道占用率，重传比率，排队长度，发送物理速率，发送吞吐率之间的关系图，因为这些无线参数主要影响下行无线延迟。类似的我们绘制了上行无线延迟和接收信号强度，接收物理速率及接收吞吐率的关系，因为他们主要影响上行无线延迟。从图4，我们可以将这些无线参数分为两类：（1）与无线延迟有着明显关系的无线参数（信道占用率，重传比率，排队长度，发送物理速率，接收物理速率，接收信号强度），包含正相关和负相关。（2）与无线延迟无明显关系的无线参数（发送吞吐率，接收吞吐率）。

## 4.4 量化的相关性

这部分，我们将主要研究Kendall相关系数和信息增益，这两个都曾在[15]中被使用。通过量化无线参数和无线延迟之间的相关性关系，我们可以为下一章的决策树模型获取更多的中间信息。同时信息增益能够帮助我们在下一章的决策树模型中挑选参数。

### 4.4.1 相关系数

为了对比不同的无线参数，我们利用Kendall相关系数作为我们的衡量标准。这是因为Kendall相关系数不需要数据遵循某种特定的分布，例如高斯分布。在我们对这些无线参数根据上面提到的间隔进行聚合后，我们计算了分入每个集合内的无线参数的相关系数的平均值。然后我们对于每个无线路由器及用户对，我们将会计算上行无线延迟或下行无线延迟和不同的无线参数之间的Kendall相关系数。这个Kendall的中值展示在表2的第二列。我们可以看到信道利用率，接收信号强度，重传比率在相关系数中排到前三名。

### 4.4.2 相对信息增益

[15]中指出，基于相关性的分析不能很好的体现非单一的相关性，例如前面展示的发送吞吐率，接收信号强度，接收吞吐率，排队长度和接收物理速率。下面我们将利用相对信息增益来解决这个问题。相对信息增益是用来表明在我们已知X的情况下对于预测Y有多大的帮助，换言之，即为在我们已知X的情况下，对于Y的不确定性的减少有多大的帮助。我们首先将下行无线延迟或上行无线延迟以10毫秒为间隔进行离散化来得到Y。对于每一个每一个无线参数来计算相对信息增益。我们将对不同的无线路由器重复这个过程，这些值的中值将被展示在表2的第三列。表2说明发送物理速率有着最大的相对信息增益。基于对相对信息增益的定义，这里的相对信息增益代表了在已知某个无线参数后，无线延迟的不确定性降低了多少。相对信息增益的范围是0到1，当它为0的时候说明无线延迟和无线参数之间是完全独立的。当相对信息增益大于0的时候，表明此无线参数对于预测无线延迟是有帮助的。[16]中列出了发送物理速率变化的三个原因：（1）接收信号强度的改变。（2）由于干扰而造成的丢包，这和我们研究的重传比率和信道占用率有关。（3）为了评价无线信道质量而采用的速率采样算法。这也就说明发送物理速率是和接收信号强度，重传比率和信道占用率是相关的，并且这也是一个综合考虑接收信号强度，重传比率和信道占用率的参数。这同时也解释了为什么发送物理速率在表2中体现了最高的相对信息增益。而在下一章，在决策树种结合其他的参数考虑后，这个参数将被进一步放大。我们从表2中获得的另一个信息就是虽然信道占用率有着最高的Kendall相关系数，但是它却不是预测下行无线延迟的最好参数。这个就可以用来解释为什么在图4（a）中只有在信道占用率大于0.5时，下行无线延迟才会增大。而在信道占用率小于0.5时，下行无线延迟却没有什么变化。除此之外，发送吞吐率和接收吞吐率都和上行无线延迟或下行无线延迟有很小的相关性。

## 4.5 无线参数分析总结

这里我们将总结我们通过以上分析得到的主要结论：

1）发送物理速率在预测无线延迟时有着最高的信息增益。

2）只有信道占用率超过一定的阈值的时候，无线延迟才会受到影响。在我们的测量中，这个阈值是0.5

3）不管是从Kendall相关系数还是从信息增益来看，用户在每10秒内的流量需求都和无线延迟没有明显关系。

# 第五章 无线延迟模型

由于速率适应算法[16]，发送物理速率是依赖于信道占用率，接收物理速率，重传比率相关的，同时它也是对当前信道状况的一个很好的反映。但是对于大部分的无线参数，如排队长度、发送吞吐率、接收吞吐率，他们和无线延迟之间的关系都是非线性的。那我们如何用这些无线参数来预测无线延迟呢？我们要用多少的无线参数就能够准确的预测无线延迟？为了解决这些挑战，在这一章中，我们将利用机器学习来建立无线参数和无线延迟之间的模型。我们首先会提出对于我们想要解决问题的一个严谨的定义。然后我们将介绍我们用来解决这个问题的机器学习的方法。最后我们将利用10折交叉确认法来评价我们的方法的准确性。

## 5.1 问题陈述

对于家用无线路由器的使用者来说，利用无线参数来预测无线延迟来帮助他们对无线路由器来进行优化或者重新配置是十分重要的。然而，由于不同的无线参数之间内部依赖，又相互影响，所以要做这件事的挑战很大。我们想要综合的运用我们可以在家用无线路由器中获取的无线参数来预测下行无线延迟，上行无线延迟及双向无线延迟。因此我们给出的问题陈述如下：给出一系列的无线参数，预测无线延迟（包含上行延迟和下行延迟）。

## 5.2 模型训练

考虑到无线延迟和表1中无线参数之间的复杂关系，我们选择用机器学习作为我们的工具来解决我们在上面提出的问题。这里十分关键的就是选择一个格式的机器学习算法。一个适用于我们问题的算法应该符合以下特性：

训练出的模型应该有足够的准确性来利用无线参数预测无线延迟。

训练出的模型应该易解读，并且能够为进一步的优化提供指导。

这里我们将我们的问题建立为一个二分类的问题。我们利用一个阈值将无线延迟分为快（fast）和慢（slow）两类。[3]中指出每20毫秒至30毫秒的最后一公里的延迟将会导致页面加载时间2秒钟的增大，这同时也会导致收益的降低[2][17]。根据以上的数据我们进行了封底的运算，无线延迟应当保持在20毫秒到30毫秒这个阈值以下，来满足用户的需求。因此我们将双向延迟的阈值设为25毫秒，单向延迟（上行无线延迟或下行无线延迟）的阈值设为12.5毫秒。

在经过一系列适用性实验后，我们选择决策树作为我们的分类方法（利用的python的scikit-learn包）。在我们的实验中，决策树的效果比贝叶斯回归预测和线性回归预测都要好。我们分析，由于我们的数据中各个无线参数相互依赖，所以贝叶斯回归预测和线性回归预测的效果并不好。另外我们的无线参数和无线延迟之间的关系也都不是线性的。然而，决策树模型对于我们提供的参数内部的依赖性以及参数和无线延迟之间的相关性都没有做任何的假定。

## 5.3 决策树模型介绍

决策树（Decision Trees ，DTs）是一种无监督的学习方法，用于分类和回归。它通过学习数据的相关参数，对数据中蕴含的决策规则建模，以预测目标变量的值。某些情况，例如下面的例子，决策树通过学习模拟一个包含一系列是否判断的正弦曲线。树越深，决策树的规则和拟合越复杂。

### 5.3.1 决策树的优点

易于理解和解释。数可以可视化。

几乎不需要数据预处理。其他方法经常需要数据标准化，创建虚拟变量和删除缺失值。决策树还不支持缺失值。

使用树的花费（例如预测数据）是训练数据点(data points)数量的对数。

可以同时处理数值变量和分类变量。其他方法大都适用于分析一种变量的集合。

可以处理多值输出变量问题。

使用白盒模型。如果一个情况被观察到，使用逻辑判断容易表示这种规则。相反，如果是黑盒模型（例如人工神经网络），结果会非常难解释。

可以使用统计检验检验模型。这样做被认为是提高模型的可行度。

即使对真实模型来说，假设无效的情况下，也可以较好的适用。

### 5.3.2 决策树的缺点

决策树学习可能创建一个过于复杂的树，并不能很好的预测数据。也就是过拟合。修剪机制（现在不支持），设置一个叶子节点需要的最小样本数量，或者数的最大深度，可以避免过拟合。

决策树可能是不稳定的，因为即使非常小的变异，可能会产生一颗完全不同的树。这个问题通过decision trees with an ensemble来缓解。

学习一颗最优的决策树是一个NP-完全问题under several aspects of optimality and even for simple concepts。因此，传统决策树算法基于启发式算法，例如贪婪算法，即每个节点创建最优决策。这些算法不能产生一个全家最优的决策树。对样本和特征随机抽样可以降低整体效果偏差。

概念难以学习，因为决策树没有很好的解释他们，例如，XOR, parity or multiplexer problems.

如果某些分类占优势，决策树将会创建一棵有偏差的树。因此，建议在训练之前，先抽样使样本均衡。

### 5.3.3 数据预处理

因为sklearn所实现的决策树模型是一个二分树模型，它是在每个节点，选定一个特定的阈值，然后对于大于这个阈值或者小于这个阈值的数据进行分类，也就是说它只能根据连续的数值特征进行准确分类。而对于分类属性，就需要进行二维数据的匹配。

同时我们在训练模型的时候，也遇到了正例过多，而导致正负例训练结果准确度相差较大的情况。对于这种情况，我们采取了两种解决办法。首先，为了避免抽样而导致的优势分类的样本的丢失，我们对于小类的样本进行了，重复增加的方法。我们对于小的样本进行随机的采样，然后进行复制，而使其样本数量与大类样本差别不至于过低。另外我们在进行决策树决策时，我们调整了小样本的权重，而使得小类样本在决策中起到更加重要的作用。

## 5.4 评估

我们采用10折交叉方法来评价决策树的准确性。我们随机的将我们整体的数据集分为两个部分：90%的数据用来训练决策树的模型，剩余的10%的数据我们用来对此模型进行评价。对于评价此模型，我们将首先用一个阈值来将我们测量的延迟分为两类——快（FAST）和慢（SLOW）。我们用这些作为真实的数据，来评价我们训练的模型分类得到的结果。我们将用分类的接收特性值（Receiver Operating Characteristic）来评价这个两个模型。这个包括准确性（abbreviated缩写为ACC），真阳率(true positive rate缩写为TP)以及假阳率（false positive rate缩写为FP）。这个结果总结在表3中，这里我们对上行无线延迟，下行无线延迟及双向延迟都进行了分类。

决策树模型：

这里我们在训练决策树模型的时候，没有将排队长度，发送吞吐率，接收吞吐率加入我们的训练参数中，因为他们的信息增益很低。初次之外，我们将决策树的最大深度设为15，最小的叶节点大小为100。对于下行无线延迟分类，目前我们的决策树模型的准确率是78%。

而在使用随机森林的时候，这个准确率将会被提升，因为随机森林是对多棵树进行表决选择的。在我们的实验中，在使用随机森林的时候，我们树的个数是200，准确率可以达到81%。随着随机森林树的个数的增加及深度的增大，准确率和真阳率都会进一步的提升。但是我们并不建议去做这件事，因为如果这样的话，树的数目以及每棵树都会很大，我们将无法对这个模型有直观的感受。为了给无线路由器的使用者有更加直观的感受，我们在图5（a）中绘制了减枝后的决策树模型。我们利用这个模型将下行无线延迟分为快（FAST）和慢（SLOW）两类。括号里面的数字代表了利用我们采集的两个月的数据，将会有多少数据落入每个分支内。通过追溯从根节点到某个特定叶节点的路径，我们就可以知道在某个特定的分类下发生了什么。这里要说明的是，在scikit-learn包里面所实现的决策树算法是一个贪心算法[18]，例如在每个结点都会基于当前节点进行最优选择。在图5（a）中发送物理速率被选择作为决策树的根节点，因为发送物理速率在表2中有着最大的信息增益。而在决定其他层的节点的时候，是结合了从从此结点到根节点所有的信息增益的结果。用结合的信息增益来挑选节点的参数时，是和在表2中计算对单一的参数计算信息增益是不同的。这也就解释了为什么在表2中，信道占用率的信息增益只排名第五，而其却在决策树模型中排在第二层。换句话说，信道占用率和发送物理速率结合在一起的作为分类节点效果要比其他的好。

# 第六章 基于预测模型的优化方案

在第五章中，我们利用我们采集的数据集训练了一个普试的决策树模型。如图5（a）中的决策树模型不止可以被应用于我们的无线路由器。它可以帮助我们对于实际场景中的无线路由器对无线延迟问题的理解，故障定位及优化。对于一个特定的无线路由器，我们需要将它的无线参数对应到我们在图5（a）中的决策树模型中，然后找到它从根节点到叶节点的路径。这里我们将重点提出两个实例来证明，利用我们这个模型来进行优化的效果。

## 6.1 优化的三个步骤

这里我们将分三个步骤利用我们已经训练好的决策树的普试模型来对我们的无线延迟进行优化。首先我们将在特定的时间段内，对于我们想要优化的无线路由器收集包含相关无线参数的包。然后我们将根据这些包，利用图5（a）中的决策树模型进行分类，并记录那些分到慢（SLOW）节点的路径，并从中选择出现概率最大的一条。那么这条路径上所有涉及到的无线参数，就形成了我们待优化的参数集。这里我们将不需要对每个包来讲我们测量的无线延迟和预测结果进行对比。最终，每个无线路由器的使用者都可以尝试对这个参数集的参数进行调整，例如增大发送信号强度，调整信道，更改无线路由器的位置。对于大部分的情况，只进行一轮的三步优化即可，可能对于个别的情况，可能要进行多次这样的三步优化就可以达到一个很好的优化结果。

这个三步优化可以给无线路由器的使用者其无线路由器的可优化参数及优先级的列表。没有这个决策树的模型，无线路由器的使用者对于如何调整他们的无线参数完全是没有概念的。而且我们的模型可以在实际采取一定的措施前，就对可能造成的延迟的改变进行预测。

## 6.2 调整无线路由器的位置

这个无线路由器的使用者曾经抱怨这个无线路由器的延迟过长，而且采用了多种办法来减小延迟（如增大无线路由器的发送信号强度，调整到不同的信道）,但是都没有对无线延迟有很好的改善。我们的决策树模型就帮助他解决了这个问题。首先我们对这个无线路由器采集了24个小时的数据包及无线参数数据，然后使用我们在图5（a）中的模型进行分类。我们把包落入每个分支的比例列在图5（b）的第二行中，这个表格说明，58%的时间内，这个无线路由器都会进入SLOW的分类也就是，分支b6。这也就意味着这个无线路由器的发送物理速率大于55Mbps，信道利用率小于0.55，接收信号强度小于-45dbm。

我们不能手动的调整发送物理速率，因为它只能在设备商的芯片里调整。而接收信号强度表明了用户接收的信号强度，它是由用户的发送强度以及用户到无线路由器的距离决定的。增大无线路由器的发送信号强度并不能提升接收信号强度。我们发现，虽然用户之间的距离很近，但是他们距离无线路由器的距离很远，无线路由器是在另外的一个房间里面。因为用户只能待在一个特定的空间内，因此我们调整了无线路由器放置的位置，使他能够更加的接近用户，调整后的结果展示在图5（b）的第三行中。这次大部分的包都落入了快（FAST）的分类中，也就是分支b7。我们在图6中展示了调整前后的下行无线延迟，可以看到无线延迟的中值从50毫秒降低到10毫秒，有了5倍的提升。这里要说明的是，不管是这个例子还是下一个，我们都对调整前后的下行无线延迟进行了一个星期的测量，来消除由于流量不同而可能造成的影响。

## 6.3 信道选择

一个宿舍无线路由器的拥有者抱怨他在每天的23点到24点经常会遇到高延迟的情况，这个也是宿舍的繁忙时间段。我们将在23点到24点采集的包的无线参数灌入决策树模型,然后我们将落入每个分支的包的比例列在图5（c）的表格里。从图5（c）的第二行，我们可以看到有82%的情况下会被分到慢（SLOW）的分支里面也就是分支11。也就说明当时是发送的物理速率大于55Mbps，信道占用率大于0.55，重传比例小于0.42以及接收的物理速率小于62Mbps。

在检测了这个无线路由器周围的信道后，我们发现这个无线路由器之前一直在信道6，而信道6的平均信道占用率是0.6。而信道1的平均信道占用率是0.52。当我们将这个无线路由器的信道调整到信道1后，信道1的平均信道占用率应在0.55以下。并且回想前面的结果（图4（a）），当信道占用率大于0.5后，它就能极大的开始影响无线延迟了。因此我们将我们的无线信道调整到信道1，然后从23点到24点数据的分类结果就在图5（c）的第三行显示。现在我们可以看到有82%的包会进入快（FAST）的分类中，也就是分支b7。同样的，我们也绘制了在调整前后，信道占用率和下行无线延迟的累积分布函数，结果在图7中展示。从图7中，我们可以看到在信道调整后，在繁忙时间段的最大无线延迟从250毫秒降低到50毫秒。这个改善的结果确认了我们的优化方法的有效性。

# 第七章 相关工作

我们的测量无线路由器延迟的算法是受到[17]的激发，并且和[19]有一定的相似性。我们对于无线延迟测量的结果和[19]具有一致性。我们提升在于我们无线延迟进行了分解，分为了上行无线延迟和下行无线延迟。另外我们用决策树模型来预测无线延迟，极大的帮助了我们的优化工作。

无线测量：SHAMAN[11]通过抓包和合并在有线及无线端的包，来测量下行无线延迟。当我们的家用无线路由器对于其进行了加密后，这个方法就是不适用的。我们通过对于OpenWrt驱动的一些修改，得到了一个比较通用的方法来测量延迟。而[20]中，通过抓取通过学校网关交换机的包来测量无线延迟。但还是它不能针对某一个无线路由器-用户对来测量延迟。[14],[16]和[21]将无线路由器部署在不同的地方，来进行激进的测量，但是他们缺少对于无线延迟的分析研究。

优化指导：[15],[22]采用了机器学习的方法来研究移动或网页的视频服务质量和蜂窝网络之间的关系，这个和演技无线环境中的无线参数是不同的。

# 第八章 总结

基于在现实场景中部署的47台无线路由器的测量结果，在此篇论文中，我们了解到真实世界的无线延迟是什么样子的。并且这篇论文提出了一个在不需要用户端和芯片厂商支持的方法，来分解网络往返延迟。另外我们提出了决策树的模型来帮助我们对无线延迟的理解、故障定位及优化。

我们的测量结果显示，无线，作为当前网络重要的最后一跳，已经成为当前往返网络中最薄弱的一环。这也说明我们急切的需要更大的经历去研究无线延迟。这篇论文中，我们采取了一套系统的研究方法去研究实际场景中的无线延迟。我们相信，这是对我们进一步研究无线延迟的十分有意义的一步。

Cisco. Cisco visual networking index: Forecast and methodology, 2013–2018. CISCO White paper, pages 2013–2018, 2013.。