This folder contains the old CSpider data, embeddings and pretrained models for the EMNLP 2019 paper: A Pilot Study for Chinese SQL Semantic Parsing.
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- README.txt

The CSpider dataset is translated from Spider dataset. There are originally 10181 questions from Spider, but only 9691 for the training and development sets are publicly available. We thus translated these sentences only. Following the database split setting of Yu et al. (2018b), we make training, development and test sets split in a way that no database overlaps in them.

For the format of each json file, please refer to Spider github page https://github.com/taoyds/spider.

In database/, there is one folder for each database which contains the [db\_name].sqlite file.

In embedding/, char\_emb.txt and word\_emb.txt corresponding to the character- and word-based methods are generated from the Tencent multilingual embeddings(Song et al., 2018). They are for the cross-lingual word embeddings schema, if to use two separate sets of embeddings for Chinese and English, additionally download the pretrained Glove(https://nlp.stanford.edu/data/wordvecs/glove.42B.300d.zip)(Pennington et al., 2014), and put it as `chisp/embedding/glove.%dB.%dd.txt`
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