# 骨关节炎风险预测模型构建

第二章我们获取了骨关节炎患者的基因型数据并对其进行了预处理与特征筛选。本章则主要对骨关节炎风险预测模型做以介绍。该模型首先根据基于变分期望最大化算法的图估计器构建了输入基因型数据的关联并通过图来表示该关联关系。之后构建了图神经网络对建立的图进行学习与处理。该模型还通过融合患者表型进一步增强模型性能。最后本模型还构建了基于预测值与输入数据的模型解释器。

## 图估计器

### 图神经网络中无结构数据的处理方法

图神经网络只适用于图类型的数据，对常见无结构数据（例如文本，图像）的处理较为困难。本文目前获得的基因型数据也属于无结构数据，原理上不适用于图神经网络。但是，考虑到图神经网络优秀的性能与可解释性，我们需要基于该无结构基因型数据构建图，继而输入图神经网络。目前根据无结构数据建图的方法主要有两种方法：一种是通过分析数据构建静态图，神经网络训练过程中不对该图结构加以更新[1] [2]，例如在处理无结构的图像数据时，Monti[2]提出了一种通过超像素将图像数据转为图的方法，使得图神经网络能够处理图像数据；第二种是通过学习方法构建动态图结构，并在网络训练过程中不断更新图结构[3]。这类通过学习方法获取图结构特征的过程也被称为图结构学习（Graph Structure Learning，GSL）。目前的图结构学习过程主要分为三个步骤：首先通过已知数据通过k近邻法[4]或者阈值法[5]构建出一个初始图结构或观测图结构；然后使用诸如随机块模型（Stochastic Block Model，SBM）[6]对该观测图结构进行建模；最后通过算法估计出数据可能具有的图结构。在图估计的过程中，基于统计学的算法受到了广泛关注：例如Zhang[7]等人提出了一种基于贝叶斯思想的图估计器。其认为图结构根据依赖一定参数的分布所产生，如果通过蒙特卡洛方法对该参数进行估计，就可因此得到该分布的具体信息，继而对图结构进行估计。Elinas[8]同样基于贝叶斯思想提出了一种使用变分推断法的图估计方法。这类贝叶斯方法思路简洁，原理清晰。因此，本文也将基于贝叶斯思想构建图结构估计器。

### 问题描述

贝叶斯思想认为：事件的观测值并不能反映事件的真实特性。贝叶斯方法因此主要解决由事件观测值向事件真实值的推断过程。但是在讨论推断过程前，我们首先需要对观测值与真实值加以定义。

#### 观测值构建

对于本文研究对象基因型数据而言，未经图神经网络处理的原始数据所含信息量较少，较难依据初始数据构建观测值。但是有研究显示，经过谱图神经网络处理之后，具有较强关联的节点具有相似的值。[9] 我们因此认为在图神经网络的输出值中，对任一节点，如果有一其他节点与其有着相似的值，则两节点之间可能存在关联。 这种关联可以通过k近邻算法[4]计算从而得到k近邻网络，而该k近邻网络可以很好地描述节点的局部特征。在Wang[10]等人的研究中，也有通过根据图神经网络输出值构建k近邻网络的描述。我们因此根据每个样本经图神经网络处理后的输出值建立k近邻网络，再将所有网络相加求平均以获得单个观测值。同时为了防止信息丢失，我们将首次经图神经网络处理时输入的图初始化为全连接图，即认为每个节点都同其他节点存在关联。

#### 真实值构建

本研究中所感兴趣的真实值为实际的未知图结构。但是对图结构的直接计算过于复杂，我们因此需要将图结构参数化，即使用少数几个参数来描述图结构。目前在图论领域常用的图参数化模型为随机块模型，该模型认为图中的节点属于某几个簇，节点之间是否相连仅与两节点所在的簇相关且服从某一参数化分布。因此我们只需要得出支配该分布的参数就能对图结构加以复现，继而用少数参数描述庞大的网络。因此本文将该类参数作为推断的目标，而由其产生的图结构作为模型输出值。

#### 推断过程

界定了观测值与真实值之后，我们便可对图估计器所解决的问题加以严谨描述。

图估计器首先根据图神经网络的输出构建观测值 ，其中

描述了节点之间关联的观测值，为样本数，为由第个样本神经网络输出值构建的k近邻网络中节点之间的关联。通过该观测值我们构建图 ，其中描述图中节点，即样本基因型位点。

为了通过SBM模型参数化图结构，我们假定图中共含有个簇，每个节点从属于簇的概率用 $z\_{im}\in \bold{Z}^{N\times C},i\in \{1, ... ,n\},m\in\{1,...,C\}$来描述，且相互独立并满足多项分布

基于此，我们使用 来描述节点之间关联。我们认为任意两节点之间的关联相互独立并满足二项分布

可以看出，只要解出参数与，就可以此构建出一个SBM模型，继而对图结构加以推断；因此本文给出以下目标：

基于观察到的节点关联信息以及隐变量，估计参数，并根据该参数给出推断图结构

### 基于变分期望最大化的图估计

#### 推导与整理

在节点关联与节点簇信息均已知的情况下，我们首先计算似然函数，根据边缘概率公式，有

其中

给定参数时，有

可得

$$l\_\theta(O;\theta) = \sum\_Z(\sum\_{i,j}^{n}\sum\_{m,n}^C\log p\_\pi(o\_{ij}|z\_{im}z\_{jn})+\sum\_{i}^N\sum\_m^C\log p\_\alpha(z\_ {im}))\\ =\sum\_Z(\sum\_{i,j}^{n}\sum\_{m,n}^C\log \binom{1}{O\_{ij}}[\pi\_{mn}(1-\pi\_{mn})^{1-O\_{ij}}]^{ z\_{im}z\_{jn}}+\sum\_ {i}^N\sum\_m^C\log\alpha\_m^{z\_{im}})$$

#### 期望最大化算法

考虑到似然函数中含隐变量，通常我们采用期望最大化算法计算使得似然函数取极大的参数。我们对似然函数做如下处理

$$l(O;\theta)=\log p(O;\theta)\\ =\log \int\_Zp(O,Z;\theta)dz\\ =\log \int\_Z q(Z)\frac{p(O,Z;\theta)}{q(Z)}dz\\ =\log \mathop{\mathbb{E}}[\frac{p(O,Z;\theta)}{q(Z)}]$$

其中为一辅助函数且满足。根据Jensen不等式，对任意一凸函数，有

当且仅当时等号成立。又因为 为一凸函数，因此有

$$l(O;\theta)=\log p(O;\theta)\\ =\log \mathop{\mathbb{E}}[\frac{p(O,Z;\theta)}{q(Z)}]\\ \geq \mathop{\mathbb{E}}[\log\frac{p(O,Z;\theta)}{q(Z)}]$$

当且仅当

时取等（为一常数）。对该式进行变化，有

又因为，有

$$\int\_Z q(Z)dz=\int\_Z c\cdot p(O,Z;\theta)dz=1\\ c=\frac{1}{\int\_Zp(O,Z;\theta)dz}$$

因此

代回原不等式，我们构造辅助函数

显然，在取等条件成立时，为似然函数的下界。期望最大化算法因此首先计算给定预期参数时下界的值，再通过优化参数 提高下界，通过不断迭代计算使得似然函数极大的参数。具体步骤描述如下

* E步骤：计算
* M步骤：优化参数

但在下界的计算过程中我们设，但是在本问题中，过于复杂，无法计算，因此也无法完成后续步骤。我们需要采取其他方法来估计参数。

#### 变分期望最大化

##### 变分推理

变分推理是贝叶斯统计领域遇到无法计算的分布时常见的处理方法。它通过构建辅助函数来模拟无法计算的分布，并通过优化过程使得辅助函数逐渐逼近真实分布。该方法与本文所处理问题较为契合，我们因此结合变分推理来处理期望最大化过程中无法计算的分布。

##### 证据下限与KL散度

在进一步解释之前我们需要先对可能使用到的概念加以说明。在上一节中我们已经证明，根据Jensen不等式，含隐变量的似然函数具有一下界。我们将该下界定义为似然函数的证据下界(Evidence Lower Bound,ELBO) 。其具有如下形式

$$l(O;\theta) =\log \int\_Z q(Z)\frac{p(O,Z;\theta)}{q(Z)}dz\\ \geq \int\_Z q(Z) \log \frac{p(O,Z;\theta)}{q(Z)}dz\\ =J(q(Z);\theta)$$

我们同时定义似然函数与证据下界之间的差

$$l(O;\theta) - \int\_Z q(Z) \log \frac{p(O,Z;\theta)}{q(Z)}dz \\ = \int\_Zq(Z)\log p(O;\theta)dz- \int\_Z q(Z) \log \frac{p(O,Z;\theta)}{q(Z)}dz\\ =\int\_Zq(Z;\theta)\log \frac{p(O;\theta)q(Z;\theta)}{p(O,Z;\theta)}dz\\ =-\int\_Zq(Z;\theta)\log \frac{p(Z|O;\theta)}{q(Z;\theta)}dz\\ =KL(q(Z)||p(Z|O))$$

为分布与分布之间的KL散度。可以看出，该散度衡量了两分布间的差异，可以用于后续辅助函数的构造。

##### 辅助函数构建

基于变分推理思想，我们构建辅助分布来模拟无法计算的。基于期望最大化思想，我们构建如下似然函数

其中首项描述了在使用辅助分布替换时原始似然函数的下界，第二项描述了辅助分布与原始分布之间的差值。值得注意的是，KL散度具有非负性，即。我们因此给出如下不等式

借助期望最大化思想，我们如果能够通过迭代计算辅助函数与参数使得该下界不断升高，就能使得该似然函数最终取最大。展开该下界，得

$$J(q\_\psi(Z);\theta)= \int\_Z q(Z) \log \frac{p(O,Z;\theta)}{q(Z)}dz\\ = \int\_Z q(Z) \log p(O,Z;\theta)dz-\int\_Z q(Z) \log q(Z)dz\\ = \int\_Z q(Z) ( \sum\_{i,j}^{n}\sum\_{m,n}^C\log \binom{1}{O\_{ij}}[\pi\_{mn}(1-\pi\_{mn})^{1-O\_{ij}}]^{ z\_{im}z\_{jn}}+\sum\_{i}^N\sum\_m^C\log\alpha\_m^{z\_{im}})dz-\int\_Z q(Z) \log q(Z)dz\\ =\mathop{\mathbb{E}}\_{q\_\psi(Z)}[\sum\_i^N\sum\_m^Cz\_{im}\log \alpha\_m]+\mathop{\mathbb{E}}\_{q\_\psi(Z)}[\sum\_{i<j}^N\sum\_{m,n}^Cz\_{im}z\_{jn}\log ( \binom{1}{O\_{ij}}\pi\_{mn}(1-\pi\_{mn})^{1-O\_{ij}})]-\sum\_i^N\sum\_m^C \mathop{\mathbb{E}}\_{q\_\psi(Z)}[z\_{im}]\log \mathop{\mathbb{E}}\_{q\_\psi(Z)}[z\_{im}]$$

此时，我们构造基于服从参数的多项分布的辅助函数，使得

对于该变分参数，我们依据多项分布的性质给出如下限制条件。可以看出，该参数同原始隐变量的意义相同，都描述了节点属于簇的概率。因此我们给出

代入原式，有

此时我们可以发现，虽然该下界的形式较为复杂，但是在给定辅助函数与参数的情况下依然能够给出结果，我们采用变分法的目的也就达到了。因此我们设计如下变分期望最大化算法

* VE步骤：固定参数，根据更新变分参数，并计算更新参数后下界的值
* M步骤：固定变分参数，根据更新参数，直至收敛。

##### 参数求解

在描述优化过程之后，我们对过程中参数的计算加以讨论

###### VE步

此步骤中主要求解变分参数。

考虑到待优化参数存在限制条件，我们采用拉格朗日乘数法加以计算

$$L(J,\lambda)=J(O,\theta;\tau)+\lambda\_i(\sum\_m \tau\_{im}-1)\\=-\sum\_i\sum\_m\tau\_{im} \log \tau\_{im} +\sum\_i\sum\_m \tau\_{im} \log \alpha\_m +\sum\_{i<j}^N\sum\_{m,n}^C\tau\_{im}\tau\_{jn}\log ( \binom{1}{O\_{ij}}\pi\_{mn}(1-\pi\_{mn})^{1-O\_{ij}})+\lambda\_i(\sum\_m \tau\_{im}-1)$$

将该函数分别对与求偏导。得

有

我们因此给出的解析解

$$\tau\_{im} = e^{-\lambda\_i+1}\alpha\_m[\prod\_j^N\prod\_n^C[ \binom{1}{O\_{ij}}\pi\_{mn}(1-\pi\_{mn})^{1-O\_{ij}}]^{\tau\_{jn}}]\\ \forall i \in \{1 ...N\} ;\forall m \in \{1 ... C\}$$

可以看出，每个变分参数的计算都依赖于其他变分参数，虽然可以通过迭代至收敛的方法计算，但这也对参数初始值的选取提出了要求，具体细节将于后文讨论。

###### M步

此步骤中主要求解目标参数。

首先我们计算中的。对于

可得

对于中的，由于其也存在限制条件，我们依旧采用拉格朗日乘数法计算。

将该函数分别对与求偏导。得

对上式加以处理，得：

$$\frac{\sum\_i\tau\_{im}}{\alpha\_m}+\lambda\_i=0\\ \sum\_i\tau\_{im}+\alpha\_m\lambda\_i=0\\ \sum\_m\sum\_i\tau\_{im}+\sum\_m\alpha\_m\lambda\_i=0\\ \lambda\_i=-\sum\_m\sum\_i\tau\_{im}$$

代入原式，得

$$\hat{\alpha\_m}=\frac{\sum\_i\tau\_{im}}{\sum\_m\sum\_i\tau\_{im}}\\ =\frac{\sum\_i\tau\_{im}}{N}$$

至此，我们已经完成了所有参数的估计。确定参数后只需将其代回原始模型即可得出估计的节点之间关联，继而完成图结构的构建。

##### 起始与终止条件

之前在对变分参数的计算中我们发现，任一参数的计算都依赖于其他参数。但是如果以零为初始值，参数在计算时只会考虑项，无法对参数形成有效估计。因此我们需要通过一定方法给予该变分参数初值，并通过迭代的方法计算直至收敛。目前的研究中常使用k-Means法先对节点进行聚类，根据聚类结果对变分参数进行赋值。但是k-Means法需要预先确定图中节点簇数，且对于一般问题而言该簇数未知，因此需要一种能够评估所选簇数对最终似然函数影响的方法。目前研究中，一种叫做贝叶斯信息指标（Bayesian Information Criterion,BIC）的方法可以用来完成类似工作，其定义为。

其中描述对应模型下的似然函数，描述了选择对应簇数时模型参数数量，但是该方法涉及到无法求解似然函数的计算，在本研究中无法实现。但是，基于类似的思想，Daudin等人提出另一种评价指标：整合分类似然（Integrated Classification Likelihood，ICL），该指标并不直接计算原始似然函数，而是通过计算变分时使用的变分似然函数给出评判依据。该指标定义如下

$$ICL(C)=\sum\_i\sum\_m\tau\_{im} \log \tau\_{im} +\sum\_{i<j}^N\sum\_{m,n}^C\tau\_{im}\tau\_{jn}\log ( \binom{1}{O\_{ij}}\pi\_{mn}(1-\pi\_{mn})^{1-O\_{ij}})\\-\frac{1}{2}(\frac{C(C+1)}{2}\log \frac{N(N-1)}{2}-(C-1)\log N)$$

基于以上信息，我们给出基于变分期望最大化的图估计算法全流程

* 输入：观测值，确定簇数范围
* 对于每簇数
  + 使用k-Means法对输入值进行聚类，给出初始变分参数
  + VE步
    - 根据，计算变分参数直至收敛
    - 根据该变分参数计算
  + M步
    - 根据计算参数
  + 迭代直至收敛
  + 收敛后计算最优似然下节与该簇数下的整合分类似然
* 输出：选择使得整个分类似然最小的簇数，选择该簇数计算出的参数。基于该参数计算可能的图结构。

## 图神经网络

在完成了输入图结构的估计后，我们便可开始设计模型中图处理的核心——图神经网络。基于绪论中对图神经网络的讨论与综述，本文决定使用谱图神经网络中的切比雪夫层来处理生成的图数据。

### 基本定义

为了高效处理图数据，我们将图估计器所生成的节点关系通过矩阵表示，这类描述图节点之间关联的矩阵被称为邻接矩阵（Adjacency Matrix），用来表示

意味着节点,之间存在相关，反之意味着两节点之间无相关关系。我们同时定义无向图中节点的度（Degree）为与该节点相关节点的数量并定义图的度矩阵为

可以看出，该度矩阵为一对角矩阵。同时为了后续矩阵的特征分解操作，我们定义图的拉普拉斯矩阵为度矩阵与邻接矩阵之差，即

### 切比雪夫层

切比雪夫网络是一种谱图神经网络，其通过卷积方式来从数据中学习复杂信息。但是同常见的卷积神经网络不同，谱图神经网络通过傅里叶变换的方式来实现图这种非欧数据上的卷积。根据卷积定理，两个函数的卷积为他们傅里叶变换后的结果的点积的傅里叶逆变换，即

因此如果我们能够在图上定义一傅里叶变换，我们就能以此定义图数据上的卷积。通常来说，函数的傅里叶变换是函数在拉普拉斯算子特征函数这一组标准正交基上的投影。类似地，我们根据图的拉普拉斯矩阵定义该变换。

其中为图的拉普拉斯量，为该正交基，为特征值。我们同时定义矩阵，使得

因此我们定义图上的傅里叶变换为

$$\hat \phi =U^T\phi =diag(\hat \phi(\lambda\_l))\\ =diag(\sum\_i^N\phi\_iu\_{li})$$

因此根据卷积定理，对于滤波器与图信号而言，在图上定义的卷积为

$$(g\*x)\_{G}=U(U^Tg\cdot U^Tx)\\ =Ug\_\theta(\Lambda) U^Tx\\ =g\_\theta(L)x$$

其中为卷积核在图中的傅里叶变换，为该卷积核的参数。因此我们可以定义谱图神经网络中的一层为

但是，此时较难确定。Defferend等人依靠切比雪夫多项式对进行了近似，其认为

其中代表需要在训练中学习的参数，代表阶切比雪夫行列式，代表特征矩阵。其中切比雪夫行列式计算方式如下。

$$T^{(0)} = X \\ T^{(1)} = \tilde L X \\ T^{(k \ge 2)} = 2 \cdot \tilde L T^{(k - 1)} - T^{(k - 2)},$$

因此切比雪夫网络中的一层表示为

### 结构设计

基于切比雪夫层的特点，我们构建如下图神经网络。

* 切比雪夫层
* 切比雪夫层
* 读出层
* 全连接层

其中切比雪夫层设置阶数，原理上该型卷积核同CNN中最经典的卷积核作用结果相仿。每层切比雪夫层会使节点融合与其相邻节点的信息，增强模型对局部信息的处理能力。读出层将进过行卷积操作的图再次转化为无结构数据，再将该数据输入全连接层中用以后续的风险预测。

## 表型融合

考虑到骨关节炎作为一种复杂多基因疾病，单纯以基因型为输入可能导致风险预测效果不佳。因此有必要同时融合表型数据。根据Boer等人的报道，我们选择同骨关节炎密切相关的表型做为协变量并从UKB数据库中获取相关表型数据。具体表型如下表。

| **UKBID** | **表型** |
| --- | --- |
| 32883-31 | 性别 |
| 32883-48 | 髋围 |
| 32883-49 | 腕围 |
| 32883-2463 | 是否发生过骨折 |
| 32883-21001 | BMI |
| 32883-21002 | 体重 |
| 32883-21003 | 年龄 |

同时我们选择多模态数据融合中的中间融合法将基因型数据与表型数据相融合。我们将已构建的图神经网络的中间输出层与所获取的表型数据相融合，并输入新的分类器进行训练，最终给出融合表型后的预测结果。

### 图解释器

图是一种包含了节点信息与节点之间关系的数据结构，但是，本文目前为止建立的模型只能直接给出对患病风险的预测，与传统机器学习方法无异。如果能够充分利用图中的关联信息并对产生该预测结果的原因加以解释，不仅能够增强预测结果可信性，还能根据其解释内容发掘数据中潜藏的其他信息。目前对于图神经网络解释器的研究已有颇多进展，本文基于其中备受关注的GNNExplainer来构建模型解释器。

GNNExplainer通过输入的已训练图神经网络模型及其预测结果从输入数据中选择对预测结果影响最大的子图。其数学描述如下

其中

* 表示两变量之间的互信息（Mutual Information），其代表两变量之间相互依赖的程度。
* 表示模型给出的预测结果
* 表示同预测结果相关的子图
* 表示变量的信息熵

该文献描述：对于给定的GNN模型，恒定，此时只需要最小化就可达到解释目的。该文献同时描述了一种变分近似方法来实现该优化过程，最终生成了与预测结果相关的最小子图。

## 本章小结

本章描述了骨关节炎风险预测模型的构建过程与基本模块。本文首先针对现存基因型数据结构缺失的问题基于变分期望最大化算法构建了一个图结构估计器。该估计器能根据神经网络的输出动态更新与预测图结构，同时能够对图中的节点聚类分析。其次，本文根据谱图神经网络中的切比雪夫层构建了包裹卷积层、读出层、全连接层在内的图神经网络用于图数据的处理以及患病风险的预测。考虑到单纯通过基因型数据预测患病风险结果可能较差，本文还基于文献描述的同骨关节炎密切相关的表型构建了表型融合风险预测模型。最后，为了尽最大可能挖掘出图数据中的潜藏信息，本文还根据已有的图神经网络解释器构建了预测结果解释器，在给出风险预测结果的同时获取同预测结果相关的子图。以上模块共同构成了本文预期的骨关节炎风险预测模型。
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